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Chapter 1

Summary

1.1 Objective of WP4.1: Cooperative Tasks

The objective of WP4.1 as stated in the Description of Work is to study tightly coupled physical inter-
action (excluding explicit language) for multiple agents to accomplish a cooperative task. The goal is to
study different types of cooperation, in which multiple robots are engaged in task execution to fulfill the
goal. We distinguish between:

• Tightly coupled cooperative manipulation tasks, in which a direct physical interaction between
multiple agents (two arms, two robots, human-robot) must take place to achieve the task goal.
Examples are cooperative table/box pushing, cooperative lifting, cooperative tool use, etc.

• Loosely coupled cooperative tasks, in which multiple robots are engaged in scene interpretation and
reasoning about the role of each agent involved in the execution of the task.

The main issues that will be addressed are: a) How do agents participate in a tightly coupled cooperation
synchronize their actions? b) How can agents maximize the amount of mutual information for scene inter-
pretation, c) How do agents recognize tasks that require cooperation, and d) How will the interpretation
of the felt, seen and heard lead to the recognition of intention of “other” and finally to the recognition of
plans.

1.2 Summary of the Results

In the first two years we developed several techniques to support both tightly and loosely coupled coopera-
tive tasks (see deliverable D4.1.1 and D2.2.1). In the following we summarize the previous contributions,
which were reported in D4.1.1 and D2.2.1:

• In [1], we showed how a library of movement primitives can be used for tightly-coupled interaction,
where the initial motor knowledge was acquired by coaching. The key here is to enable real-time
generation of movement primitives that take into account the external perturbations caused by
contact with another agent.

• We demonstrated motion prediction in tightly coupled physical human-robot interaction tasks in
the context of cooperative carrying of big objects. The forces resulting from the interaction between
the object and the robot were used to infer the direction of human motion (leader) and mapped to
commands of the robot (see deliverable D4.1.1).

• In [4], we demonstrated how cooperation between two independent agents (in this work each of the
humanoid robot’s arms is assumed to be an independent agent) can improve explorative learning
of object representations.

• In [5] we addressed the problem of generating cooperative movements, which is based on simulta-
neously storing the trajectories of two cooperating agents in a database. At execution time, the
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movements of a robot are generated by first recognizing the motion of a human who collaborates
with a robot. The successful recognition of a human motion invokes the corresponding motion from
the database, which is executed by the robot.

D4.1.2 describes our results on improving the cooperation between a human operator and the robot. The
contributions deals with both motor representations for cooperative tasks and cooperative perception to
support coupled manipulation tasks. In the following we summarize the contributions:

1. The paper [WKK+13] deals with autonomous learning and grounding of spatial representations.
The proposed representation is grounded by exploration of the continuous state space on the senso-
rimotor level and by making use of common sense knowledge extracted from natural language text
for discrete symbolic entities on the planning and reasoning level. The experimental evaluation on
humanoid robot ARMAR-III showed that the proposed approach can reduce the need for human
intervention in interactive scenarios and can thereby bootstrap human-robot interaction.

2. The next paper [WSAD13] deals with cooperative perception to support bimanual manipulation
tasks. A novel saliency measure for gaze selection mechanism during bimanual manipulation tasks
has been proposed to account for accuracy requirements of bimanual manipulation task in the
saliency calculation. A video demonstrating the proposed approach was inclufed in deliverable
D5.3.2.

3. In [GNIU14] we extended our previous work on synchronizing cooperative behaviors stored as DMPs
[2] to show that the developed representation is suitable for the implementation of tightly coupled
human-robot cooperative behaviors. This work is a substantial extension of the work which we
initially reported in deliverable D2.2.1.

4. The paper [KBA+13] investigates correlation-based learning for combining sensory information
and learning with DMPs for dual-agent systems in order to solve cooperative tasks. The main
reason which motivates the proposed correlation-based learning is that the agents can adapt their
interaction to new situations, which might occur due to environmental changes or changes in agents
behaviour.

1.3 Links to other Workpackages

WP4.1 builds on theoretical work in WP2.2 (motor representations) and contributes to the integration
and demonstration work package WP5, in particular to WP5.3, as well as to WP4.2 regarding loosely
coupled interaction.
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Chapter 2

Description of Results

2.1 Grounding Spatial Symbols for Robot Task Planning Based
on Experience

We developed methods for autonomous learning and grounding of spatial representations by exploiting
two sources of experiences in order to ground spatial symbols for robot task planning [WKK+13]. The
proposed representation is based on the concept of Object-Action-Complexes (OACs) described in [3].
It consists of exploration of the continuous state space on the sensorimotor level and exploiting common
sense knowledge extracted from natural language text for discrete symbolic entities on the planning and
reasoning level. We demonstrate how spatial knowledge can be extracted from these two sources of
experience: experience gathered through exploration by the robot and experience extracted from text.
Robot exploration yields grounded sensory level representations that automatically encode the constraints
of the robot such as the visibility of objects. Common sense spatial information is, on the other hand,
extracted from large text corpora and thus provides knowledge on the symbolic level. Combining both
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Figure 2.1: The integration between the task plan-
ning level and the sensorimotor level is established
by the central executive agent (CEA). For each plan
element the CEA instantiates the appropriate OAC
and associated predicates and entities. Entities cor-
respond to constants on the planning level. The goal
of this work consists in learning an entity of type
location from experience.
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sources of information in a systematic way yields a solution to the grounding problem which has the
potential to substantially decrease the necessary learning effort.

Although we addressed a rather specific problem of symbol grounding for robot task planning in this work,
we do not consider this problem isolated but within the context of coupling high level task planning with
the humanoid robot’s sensorimotor knowledge. For this purpose, we developed and implemented an
architecture that links these sources of information (see Figure 2.1).

The complete chain of acquiring a grounded representation of location fridge from experience is illustrated
in Figure 2.2. The only prior knowledge at the beginning of the process consists of a common reference
frame for spatial locations, which defines the space of all possible locations. By self-observation, we infer
support locations in space, i. e. subspaces that frequently serve as locations for objects. Common sense
reasoning then allows us to find the most likely locations for the encountered objects. This information
is then used for grounding by deriving the most likely label for the regarded location.

More details can be found in the attached paper [WKK+13].

2.2 Gaze Selection in Bimanual Manipulation Tasks

To support the effective collection and interpretation of visual scene information when multiple agents
are performing joint actions, we developed mechanism for gaze selection during bimanual manipulation
tasks [WSAD13]. Perceiving and interpreting a complete scene involves taking several snapshots from
different viewing angles. To acquire such multiple views, active gaze redirections need to be performed to
enable the perception and processing of relevant world entities. In this way, diverse entities in the world
compete for the restricted perceptual resources (e. g. camera systems), thus necessitating an appropriate
gaze selection strategy.

To this end, three different subproblems are addressed: the representation of the acquired visual input, the
calculation of saliency based on this representation, and the selection of the most suitable gaze direction.
As representation of the visual input, a probabilistic environmental model, which takes into account the

Environmental Model
Saliency

Figure 2.3: Bimanual manipulation necessitates the application of active gaze redirections in order to
increase the observable area of the robot cameras. In the course of a bimanual grasping task, overall
four objects need to be observed: both robot hands and both objects. In order to solve this gaze
selection problem during manipulation we proposed a resource-aware mechanism, which takes into account
accuracy requirements to select the next gaze direction. Based on the remaining uncertainties and the
required accuracy of position estimates, the gaze selection mechanism determines gaze directions that
guarantee successful task execution.
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dynamic nature of manipulation tasks, has been proposed. At the core of the gaze selection mechanism,
a novel saliency measure is proposed that includes accuracy requirements from the manipulation task in
the saliency calculation. Finally, an iterative procedure based on spherical graphs is developed in order
to decide the best gaze direction.

The developed mechanism tackles the three key problems: 1) The establishment of an environmental
model covering the world’s entities based on current and past sensory experience, 2) the assignment of a
saliency measure that considera constraints determined by the manipulation task, and 3) the development
of gaze selection mechanism that computes the optimal viewing angle. The feasibility of the approach
has been experimentally evaluated in the context of bimanual manipulation tasks on humanoid robot
ARMAR-III. The details are described in [WSAD13].

A video showing the complete processing chain including 1) uncertain object recognition and localization,
2) fusion in the environmental model, and 3) selection of the most suitable gaze direction based on the
task acuity was attached to deliverable D5.3.2.

2.3 Coupling Movement Primitives: Interaction with the Envi-
ronment and Bimanual Tasks

The framework of dynamic movement primitives contains many favorable properties for the execution of
robotic trajectories, such as indirect dependency on time, response to perturbations, and the ability to
easily modulate the given trajectories. However, the originally proposed framework is constrained to the
kinematic aspect of the movement. In [GNIU14] we bridge the gap to dynamic behaviors by extending
the framework with force/torque feedback. We proposed and evaluated a modulation approach, which
allows interaction with the environment, where the environment can be an object, a robot, or a person.
By coupling the originally independent robot trajectories, the approach also enables the execution of
bimanual and tightly coupled cooperative tasks (see Fig. 2.4). We applied an iterative learning control
algorithm to learn a coupling term, which is applied to the original trajectory in a feed-forward fashion
and thus modifies the trajectory in accordance to the desired positions or external forces. A stability
analysis was performed and results of simulated and real-world experiments using two KUKA LWR
arms for bimanual tasks and interaction with the environment were provided. By expanding on the
framework of dynamic movement primitives, we keep all the favorable properties of DMPs, which has
been demonstrated especially in a two-agent obstacle avoidance task.

This is a substantially extended report on research first described in [2], which was attached to deliverable
D2.2.1. In the paper attached to this deliverable we additionally describe the theoretical underpinnings
of the proposed approach and its suitability for human-robot collaboration when a physical contact has
been established.

Figure 2.4: Cooperative closing of the lid. The pictures show positions of the lid after each epoch, with
epoch number increasing towards the right.

2.4 Interaction Learning for Dynamic Movement Primitives
Used in Cooperative Robotic Tasks

Since several years novel trajectory generation methods based on dynamic systems have been gaining
importance for flexible movement control in robotics. In addition to generalization properties and ro-
bustness to perturbations, such methods also allow on-line alteration of the trajectory based on sensory
feedback. For example, it is often useful to alter the trajectory of an agent as soon as an obstacle is
perceived. So far dynamic systems have mainly been used for uncoupled agent systems. In [KBA+13] we
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analyze tightly coupled dual agent systems where each agent has its own path plan defined by a dynamic
movement primitive (DMP). In a coupled system we must ensure that both agents cooperate appropri-
ately. This leads to situations where independent agents first have to synchronize their movements. The
synchronization of movements is necessary before taking into account any sensory influences, for example
to ensure obstacle avoidance, and before learning can take place. In this work we present a stability
analysis of such coupled systems and evaluate learning in simulations. In the end, we also show two
experiments with real robot-arms.

Results demonstrate that combining sensory information and learning with DMP can also be applied for
dual-agent systems in order to solve cooperative tasks. The main reason which motivates the proposed
correlation-based learning is that agents can adapt their interaction to new situations, which might
occur due to environmental changes or changes in agents behaviour. Our approach creates an alternating
(depending on the environment) leader/follower architecture. Thus, we do not have to explicitly define the
agents’ roles beforehand, but they synchronize them depending on their sensory information. Behaviour
and cooperation of agents is purely based on low level sensory information without any advanced planning.

The proposed approach has many attractive properties including fast adaptation, mutual synchronization,
and cooperative interaction, which can be very helpful for designing reactive, DMP-based motor control
for cooperative tasks.

8



References

[1] D. Forte, A. Gams, J. Morimoto, and A. Ude. On-line motion synthesis and adaptation using a
trajectory database. Robotics and Autonomous Systems, 60(10):740–757, 2012.
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Coupling Movement Primitives: Interaction with the
Environment and Bimanual Tasks

Andrej Gams, Bojan Nemec, Auke J. Ijspeert and Aleš Ude

Abstract—The framework of dynamic movement primitives
contains many favorable properties for the execution of robotic
trajectories, such as indirect dependency on time, response to
perturbations, and the ability to easily modulate the given
trajectories, but the framework in its original form remains
constrained to the kinematic aspect of the movement. In this
paper we bridge the gap to dynamic behavior by extending the
framework with force/torque feedback. We propose and evaluate
a modulation approach that allows interaction with objects and
the environment. Through the proposed coupling of originally
independent robotic trajectories, the approach also enables the
execution of bimanual and tightly coupled cooperative tasks. We
apply an iterative learning control algorithm to learn a coupling
term, which is applied to the original trajectory in a feed-
forward fashion and thus modifies the trajectory in accordance
to the desired positions or external forces. A stability analysis
and results of simulated and real-world experiments using two
KUKA LWR arms for bimanual tasks and interaction with the
environment are presented. By expanding on the framework
of dynamic movement primitives, we keep all the favorable
properties, which is demonstrated with temporal modulation and
in a two-agent obstacle avoidance task.

Index Terms—bimanual operation, cooperative task, interac-
tion with environment, dynamic movement primitives.

I. INTRODUCTION

By moving beyond the structured environment of a manu-
facturing plant, robots are making their way into the everyday
world that people inhabit – offices, hospitals, homes and other
cluttered and uncontrolled environments [1], including the
kitchen [2], [3]. A growing portion of robotics research already
directly or indirectly deals with all aspects related to complex

Initial results on the topic were published in A. Gams, B. Nemec, L.
Žlajpah, M. Waechter, A. Ijspeert, T. Asfour, and A. Ude, ”Modulation of
Motor Primitives using Force Feedback: Interaction with the Environment
and Bimanual Tasks,” 2013 IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS), pp. 5629–5635, Tokyo, Japan, 2013.
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human environments [4]. If we envision a robotic assistant
in a human environment, it will probably use its sensors and
existing knowledge to generate trajectories appropriate for the
given tasks, for example by generalization [5]. Despite the
possibility to adapt trajectories as they are being executed [6],
noise, lack of prior knowledge and errors in the perception
of the environment might not make the trajectories accurate
enough for the desired manipulatory actions. The generated
trajectory therefore has to be adapted to the task through
autonomous exploration or learning. In this paper we present
a new approach to modulation and flexible learning of robot
movements, which allow safe interaction with the environment
and bimanual or cooperative multi-agent tasks.

Trajectory generation depends on the type of encoding
approach and different encoding approaches also allow for
different possibilities of modulation, interpolation, and cate-
gorization [7]. One of the approaches is the use of splines
and wavelets [8], [9]. However, splines are nonautonomous
representations with no attractor properties. While effective for
imitation learning, they do not allow easy online modulation
[10]. Rescaling the splines in space and time for generalization
is possible, but it requires to explicitly recompute the spline
nodes. Gaussian Mixture Regression [11] and Gaussian Mix-
ture Models are another option. A mixture model approach was
used in [12], [13] to estimate the entire attractor landscape
of a movement skill from several sample trajectories. To
ensure stability of the dynamical system toward an attractor
point, a constraint optimization problem has to be solved in a
nonconvex optimization landscape. Yet another option is the
use of Hidden Markov Models [14].

We build on dynamic movement primitives (DMPs), first
introduced by Ijspeert et al. [15], which model attractor be-
haviors of autonomous nonlinear dynamical systems with the
help of statistical learning techniques. DMPs provide means
to encode a trajectory as a set of differential equations that
can compactly represent control policies, while their attractor
landscapes can be adapted by only changing a few parameters.
The latter can be exploited in several ways, for example for
reinforcement learning [16]–[20], statistical generalization [5],
[21], or for combining separate trajectories in a dynamic way
[22], [23].

The structure of DMPs enables incorporation of sensory
feedback. Modulations can affect either the transformation
system or the canonical system, or both systems [10]. The use
of sensory feedback was demonstrated in various applications,
e. g., modulations affecting the canonical system were demon-
strated on different periodic tasks [24]. Other examples include
modulating the transformation system for on-line obstacle
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avoidance [10], [25], or for introducing an external limit [7].
An example of modulating both systems is the so-called slow-
down feedback, which is used to stop the execution of the
trajectory [26].

In this paper we propose a new approach to modify trajecto-
ries, i. e., the transformation system of the DMP. We propose
recording the sensory feedback as the robot moves along a
trajectory and then using this feedback to improve the robot’s
performance the next time it moves down the same trajectory.
We do not modify the original trajectory, but learn a coupling
term, which is fed into the original trajectory similarly to an
external limit modulation [7]. The coupling term can either
be the real force coupling between two manipulators/agents,
or it can virtually represent an external force arising from
interaction. The final shape and amplitude of the coupling term
is learned in a few iterations using iterative learning control
(ILC) [27]. The approach is fast and reliable for tasks which
do not vary along the trials. Initial results on the approach
were published in [28].

Several reasons speak for the use of iterative learning in
the proposed approach. On the one hand, its appeal lies in
the similarity to human learning processes, as people may
practice a task many times before being able to find correct
inputs to accomplish it with such a complex system as the
human body [29]. In [27] the concept of ILC is well illustrated
by the example of a basketball player shooting a free throw
from a fixed position, who can improve the ability to score by
practicing the shot repeatedly. During each shot, the basketball
player observes the trajectory of the ball and consciously plans
an alteration in the shooting motion for the next attempt. ILC
can be applied in exactly the same manner to learning of
robotic movements [30], [31].

On the other hand, ILC features several desired properties.
Just as any learning system, ILC incorporates information
rich error signals from previous operations for subsequent
iterations. Furthermore, it only adapts the control input, and
not the controller, does not require extensive training and
is known to converge fast [27]. Because ILC generates its
open-loop control through practice, it is also highly robust to
system uncertainties [27] and can be used to achieve perfect
tracking, even when the model is uncertain or unknown [32].
The novelty of the proposed approach lies in incorporating the
well-defined DMP framework and the iterative learning control
into a single, robust system for modification of trajectories
based on force feedback, thus surpassing the kinematic domain
of the DMPs.

After related work in Section II and the basic review of
DMPs in Section III we present 1) force-based modulation of
the DMPs at both velocity and acceleration levels; 2) coupling
of DMPs for bimanual tasks (Section III); 3) learning the open
coupling terms with iterative learning control (Section IV); 4)
stability analysis and arguments for using both acceleration
and velocity levels as compared to acceleration level only
modulation (Section V). Section VI describes interaction and
bimanual experiments conducted on two KUKA LWR robots
in a bimanual setting, including experiments in cooperation
with humans. Section VII shows that DMP properties, such as
the modulation of the duration, remain intact when coupling

trajectories. Pros and cons of the approach are discussed in
Section VIII and concluding remarks in Section IX.

II. RELATED WORK

Even though controlling rigid robots while in contact with
the environment can be difficult, using a force feedback term
to learn and improve task execution was considered in many
robotic tasks, see for example [33]. The use of force feedback
to change the output velocity of a manipulator was reported by
Hogan [34]. On the other hand, relatively few papers discuss
the use of force feedback in combination with dynamical
systems or specifically DMPs.

Modifying periodic DMPs was previously demonstrated for
a task of wiping a flat or curved surface [35]. Contrary to
the proposed approach, complete trajectory waveforms were
modified within a few periods of the task using regression
methods. Formally, the approach in [35] did not rely on mod-
ulation but on learning of new trajectories, as the trajectories
for the whole period of motion were constantly re-learned. The
approach was expanded on by Ernesti et al. [36] to include
transient motions.

Learning interaction force skills in presence of compliant
external dynamics from human demonstrations using dynami-
cal systems was shown in [37]. The authors used an interaction
force encoded in terms of a parameterized time-invariant
differential equation based upon the parallel force/position
control law. Similarly to our proposed approach, it modulates
the velocity term of its dynamical system. Applicability was
shown only in virtual settings [37].

Pastor et al. [4], [38] have demonstrated an approach of
modifying DMPS, which, similarly to the proposed method,
relies on data from an execution of a discrete task to modify
the trajectory in the next, perturbed execution. They imple-
mented a low-level position and force control system that
integrates with DMPs at the acceleration level, allowing for re-
active and compliant behaviors. The key idea in their approach
is that a successful demonstration provides a reference force
for the following, possibly perturbed executions. A controller
is used to ensure the same force profile. The approach was
applied for grasping of a lamp [4] and a battery operated drill,
combined with sequencing to achieve complete tasks [38].

DMPs were modulated for tightly coupled dual-agent tasks
by Kulvicius et. al [39]. In their approach, the authors used vir-
tual forces to couple DMPs at acceleration levels and applied
Hebbian type learning to minimize the virtual force during the
execution. Vision and touch sensors were used to determine
the distance and virtual force between the two agents. An
approach for bimanual operation based on dynamical systems
and also applicable to DMPs was discussed by Calinon et al.
[40]. The approach expresses the nonlinear force modulating
the movement in the original DMP formulation as additional
sets of virtual springs, adding local corrective terms that can
swiftly react to perturbations during reproduction.

III. MODULATING DYNAMIC MOVEMENT PRIMITIVES

A. Dynamic Movement Primitives
DMPs have been thoroughly discussed in the literature [10],

[15], [26]. Here we provide only basic information, which is
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based on the formulation provided in [5], [26]. For a single
degree of freedom (DOF) denoted by y, in our case one of
the external task-space coordinates, a DMP is defined by the
following system of nonlinear differential equations

τ ż = αz(βz(g − y)− z) + f(x), (1)
τ ẏ = z. (2)

f(x) is defined as a linear combination of nonlinear radial
basis functions

f(x) =

∑N
i=1 wiΨi(x)∑N
i=1 Ψi(x)

x, (3)

Ψi(x) = exp
(
−hi (x− ci)2

)
, (4)

where ci are the centers of radial basis functions distributed
along the trajectory and hi > 0 their widths. Provided that
parameters αz, βz, τ > 0 and αz = 4βz , the linear part of
the system (1) – (2) is critically damped and has a unique
attractor point at y = g, z = 0. A phase variable x is used in
(1), (3) and (4). It is utilized to avoid direct dependency of f
on time. Its dynamics is defined by

τ ẋ = −αxx, (5)

with initial value x(0) = 1. αx is a positive constant.
The weight vector w, composed of weights wi, defines the

shape of the encoded trajectory. [15] and [5] describe the
learning of the weight vector. Multiple DOFs are realized by
maintaining separate sets of (1) – (4), while a single canonical
system given by (5) is used to synchronize them.

B. Modulation for Interaction with environment

DMPs can be modulated online to take dynamic events from
the environment into account. Those online modulations are
among the most important properties offered by the dynamical
systems approach [10]. An example of spatial modulation is
including an obstacle avoidance term in (1) [10], [25]

τ ż = αz(βz(g − y)− z) + f(x) + Cm, (6)

where Cm is the modulation term. In this paper we call this
kind of modulation as a modulation at the acceleration level.

Another spatial modulation includes a simple repulsive force
to avoid moving beyond a given position in the task space [7].
Such a repulsive force can be specified by modifying (2) into

τ ẏ = z + h(y), (7)

while leaving (1) in the original form. In this paper we call
this kind of modulation as modulation at the velocity level. A
simple repulsive force to avoid hitting yL can be defined as
[7]

h(y) = − 1

γ(yL − y)3
, (8)

where yL is the known limit. Modification of a DMP that
encodes a straight trajectory from 1.3 m to 0.9 m in 5 seconds,
using (7) and (8) and γ = 105, yL = 0.9 m, results in the
response as shown in red (dashed) in Fig. 1.

The external limit may be static, as shown in Fig. 1, or
moving, determined for example by vision. In both cases,

3 4 5 6 7 8
0.85

0.9

0.95

1

1.05

t [s]

p
z
[m

]

DMP Ext.Lim Limit

Fig. 1. Response in presence of an external limit according to (7) and (8),
depicted in red (dashed), with the limit set at yL = 0.9 m (black dash-dot).
Original DMP trajectory in solid blue.

defining the external limit as in (7) and (8) can prevent the
robot from getting into contact with objects in its environment
because the repulsive force of the limit acts before actual
contact takes place. We therefore propose a modification of the
external limit approach, not by changing (7), but by defining
a different repulsive force. Instead of using (8), we propose
using the measured force F , which arises from the interaction
with the environment

τ ẏ = z + cF (t), (9)

where c is a scaling constant. F (t) can either be the real
measured force of contact or a virtual force. The virtual force
can be defined as (for one DOF)

F (t) = kd(t), (10)

where k is the object (or environment) stiffness and d is the
depth of penetration into the object.

A slight overshoot of forces upon environment contact
appears when using the proposed velocity level modulation.
To minimize this overshoot of forces (the error), we add a
derivative of the measured force at the acceleration level.
Similarly to PD controllers, this additional coupling introduces
damping. The equation of a DMP with coupling at both the
velocity and acceleration levels becomes

τ ż = αz(βz(g − y)− z) + f(x) + c2Ċ, (11)
τ ẏ = z + C, (12)
C = cF (t), (13)

with c2 a scaling constant. Fig. 2 shows the difference of
using velocity modulation, both velocity and acceleration
with c2 = 30, determined empirically, and only acceleration
level modulation. When using velocity modulation only or
acceleration modulation only, the force overshoots at time
t = 5 s. This overshoot results in oscillations in the direction
of the force. We show in Section V that adding the coupling
term to both velocity and acceleration level is better than
only to the acceleration level, because the latter results in
significantly larger oscillations in the direction of the force.
Such performance would impose restrictions on the use of
the proposed iterative learning algorithm and would not allow
effective learning.

Properly selected scaling factors c and c2 ensure rapid and
compliant behavior of the robot. Even so, the force F and
therefore the modification of the trajectory only appears after
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Fig. 2. Simulation results that show the difference of adding a coupling
term at the velocity level (blue solid), also including the derivative of the
force at the acceleration level (red dashed), or acceleration level only (black
dash-dot). The red trajectory does not overshoot, while the blue and black
do. Acceleration only modulation produces a more oscillatory response. As
discussed in Section V, higher coupling gains are required for acceleration
only modulation to achieve the same steady-state value; in this case 36 times.
The trajectory was encoded to start at 1.4 m and end at 0.7 m in 5 s, while
an object was encountered at 1 m.

the contact with the environment. We therefore propose to em-
ploy an ILC learning algorithm, which takes a few repetitions
of the same task to learn the waveform and amplitude of what
we call the coupling term. Using the coupling term, we can
minimize the error for a desired force of contact and thus also
mitigate the need for tuning the scaling factor. The learning
algorithm is explained in detail in Section IV.

C. Cooperative DMPs

The force of contact with the environment can as well be
the force of contact with another robot, and therefore used
for bimanual or two-agent tasks. Here it is important to note
that a robot with a centralized controller and accurate control
for both arms (or for two agents) does not need such modifi-
cations. Well studied approaches for bimanual control exist,
for example [41], [42]. However, given two independently
controlled robots, possibly with conflicting trajectories, an
approach for motion synchronization is needed. Examples of
such are cooperation of two stand-alone robots/agents working
together when carrying a large object. In our experiments we
used two independently controlled robot arms for bimanual
tasks.

Let us assume two separate trajectories given by two DMPs,
executed by two robot arms. To keep the desired force between
two agents, we introduce a coupling term. For one DOF (for
clarity), this coupling term is defined as

F1,2 = Fd − (F1 − F2), (14)

where Fd is the desired coupling force and Fi is the force mea-
sured at the end-effector of the i-th agent. In simulation or if
the desired distance between the two end-effectors is specified
instead of the force, we introduce a virtual spring between the
end-effectors of the arms that alters both trajectories. In this
case the coupling term becomes

F1,2 = k(dd − da), (15)

where dd is the desired distance between the end-effectors
and da is the actual difference, while k is the virtual spring
constant. Measured force can be used instead of a virtual

spring. The force that acts on DMP1 is opposite to the force
acting on DMP2

F2,1 = −F1,2 = −k(dd − da). (16)

We introduce these forces, again scaled by c, into each DMP.
Equations (17) – (22) define what we label cooperative DMPs:

τ ż1 = αz(βz(g1 − y1)− z1) + f1(x) + c2Ċ1,2, (17)
τ ẏ1 = z1 + C1,2, (18)
C1,2 = c F1,2 · lf1, (19)

τ ż2 = αz(βz(g2 − y2)− z2) + f2(x) + c2Ċ2,1, (20)
τ ẏ2 = z2 + C2,1, (21)
C2,1 = cF2,1 · lf2. (22)

The variable lf defines the relation leader-follower. If lf1 =
lf2, then both robots will adapt their trajectories to follow
average trajectories at the defined distance dd between them
(within tolerance and after learning, discussed in the next
section). On the other hand, if lf1 = 0 and lf2 = 1, only
DMP2 will change the trajectory to match the trajectory of
DMP1, again at the distance dd and again only after learning.
Vice-versa applies as well. Leader-follower relation can be
determined by a higher level planner, which is beyond the
scope of this paper. It depends on the needs and circumstances
of a specific task.

IV. LEARNING USING PREVIOUS SENSORY INFORMATION

To ensure the desired force of contact with the environment,
or the desired displacement between two robots, we need to
learn the terms C1,2 and C2,1 in such a way that Fd = F ,
where F is either the real force or defined as in (10) or
(15). In the following we propose an ILC algorithm to learn
C1,2 and C2,1. See a thorough review by Bristow et al.
[27] for details on ILC. The proposed algorithm avoids the
necessity to accurately model the dynamics of the robot and
the environment.

In a tightly coupled bimanual task both arms are physically
connected through an object and we can assume C1,2 =
−C2,1. Thus we need to learn only one of the two terms. In
the following we denote this term by C. Upon the execution
of the given task for the first time, the sensors register the
resulting force. If the task was to be executed again without
any difference, the sensory readings would not change, except
for the noise. Therefore we propose that the second time
the task is executed, the sensor measurements from the first
attempt are fed into the trajectory generation in a feed-forward
manner. The learning update for the coupling terms is then
defined as suggested by the ILC theory [27]

Ci = c ei + Fc,i, (23)
Fc,i = Q(Fc,i−1 + Lc ėi−1) (24)
ei = Fd − Fi, (25)

where index i denotes the i-th epoch, c is the force gain, ei is
the coupling force error calculated from the difference of the
desired coupling force Fd and the measured coupling force
Fi = F1,i − F2,i, Fc,i is the learned coupling force term,
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and Q and L are positive scalars. The coupling term given
by (23) is known as current iteration learning control, since
it incorporates instantaneous feedback in the first term and
learning update in the second term. The tunable parameters
are Q, L and c. In all our experiments we use Q = 0.99,
L = 1 and c = 0.5. In the learning and subsequent execution
of the learned movement we use the coupling term Ci instead
of C for interaction with the environment. Similarly we use
Ci instead of cF1,2 in (19) and −Ci instead of cF2,1 in (22).
Note that if the desired force Fd = 0, (23) takes the form
Ci = −cF + Fc,i, which matches (9) in the first iteration
(i = 0), when the learned coupling force is Fc = 0.

While the force depends on the execution of the trajectory
and thus time, there is no need to encode the learned coupling
force Fc as a vector of time-stamps and values. Just like
f(x), we represent Fc as a linear combination of radial basis
functions along phase x

Fc(x) =

∑M
j=1 ajΨj(x)∑M
j=1 Ψj(x)

x, (26)

To calculate the weight parameters after the i-th epoch we use

f =

 Fc,i(x0)
. . .

Fc,i(xT )

 , a =

 a0

. . .
aM

 , (27)

where xj = x(tj) and tj denotes the j-th time sample. Writing

X =


Ψ1(x0)∑M

j=1
Ψj(x0)

x0 . . . ΨM (x1)∑M

j=1
Ψj(x0)

x0

. . . . . . . . .
Ψ1(xT )∑M

j=1
Ψj(xT )

xT . . . ΨM (xT )∑M

j=1
Ψj(xT )

xT

 , (28)

we need to solve the following set of linear equations:

Xa = f . (29)

The parameters a are calculated in a least-squares sense.
Several advantages speak in favor of encoding the coupling
term in this manner. For example, the nonlinear encoding acts
as a filter [7] and thus cancels out the sensor noise. The main
advantage is that such coupling term depends on the same
canonical system as the trajectories.

Note that separate canonical systems and therefore phases
can be used for the predefined motion of the robot, given by
y, and the coupling force Fc. At the end of the predefined
motion, the phase x reaches practically 0 and only the linear
part of the DMP remains active. In order for Fc not to go to
0 at the same time, a separate phase variable has to be kept
while learning and later applying Fc. Since we are dealing
with discrete, finite motions, eventually both run out.

V. STABILITY

A. Stability of coupled DMPs

Even though single DMPs are stable [10], the stability of
coupled DMPs, given by (17) – (22), cannot be guaranteed
without further analysis. Cooperative two robot/agent DMPs
change the system from single-input-single-output (SISO) into
a multiple-input-single-output (MISO) system, since their out-
puts are subtracted. Fig. 3 shows the resulting MISO system

c 

DMP 1 

DMP 2 

Arm 1 

Arm 2 

k 

Memory Memory 

Q 

L 

ILC 

Fd 

y2 p2 

p1 

- - 
F 

y1 

- 

C 

e Fc 

g1 

g1 environment 

Fig. 3. MISO structure of the cooperative DMP system. Note that the
coupling comes from the force F , which is (in simulation) defined as the
scaled distance between the robots/agents, i. e., Fd = kdd. The shaded region
marks the ILC.

structure. The coupling comes from the force, which depends
on the positions of the two robots as given in (15), where
the actual distance is da = p1 − p2, with p1 and p2 being
the positions of the two arms. In our theoretical analysis we
assume that the robot tracks the desired trajectory perfectly,
i. e., p1 = y1, p2 = y2, thus da = y1 − y2. For the
given, stable DMP parameters, the gain c of the coupling
term determines the behavior of the MISO system. Using the
virtual spring formulation (15), we can derive the state-space
system (30) – (31) from (17) – (22) with the applied feedback
C1,2 = −C2,1 = k(dd − da), lf,1 = lf,2 = 1, (see Appendix)

ẋ(t) = Ax(t) + Bu(t) (30)
y(t) = Cx(t). (31)

The system matrices for the controllable canonical form are
given by

A =

[
−αzτ+2ck(c2+τ)

τ2 1

−αzβzτ+2ck
τ2 0

]
, (32)

B =

[
2k(c2+τ)

τ2

2ck(c2+τ)
τ2 0

2kαz

τ2
2ckαz

τ2
k
τ2

]
, (33)

C =
[

1 0
]
. (34)

The input vector u and the scalar output y in (32) are given
as u = [Fc, Fd, αzβz(g1 − g2) + f1(x)− f2(x)]T and y = F ,
respectively (see Fig. 3). The state vector is defined as

x =

[
F

Ḟ − αzτ+2ck(c2+τ)
τ2 F

]
. (35)

Since the nonlinear parts f1(x) and f2(x) in (17) and (20)
are bounded and tend to zero as the phase tends to zero, it
is sufficient to prove the stability and attractor properties of
the linear part of system (17) – (22). We assume environment
stiffness as defined by (10).

The eigenvalues of A determine the stability and conver-
gence of the linear part of differential equation system (30).
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Fig. 4. Root locus plot of the coupled DMP structure with modulation at
acceleration level (right) and both the velocity & acceleration levels (left). We
varied the gain ck from 0 to 10000 while the gain c2 was fixed at 1. The
system has two poles denoted with red (dashed) and green. The full circles
denote roots at ck = 0 and the empty circles at ck = 10000.

These eigenvalues are given as

λ1,2 =
1

2

(
−αzτ + 2ck(c2 + τ)

τ2
± (36)√(

αzτ + 2ck(c2 + τ)

τ2

)2

− 4
αzβzτ + 2ck

τ2

 .

Since all parameters αz, βz, c, k, c2, τ are positive, the eigen-
values λ1,2 are negative for all cases in which both eigenvalues
are real numbers. It can also happen that the eigenvalues are
complex numbers, but in such cases the real part of both
eigenvalues is again negative. This means that system (30)
converges to a unique attractor point for all positive parameter
values. We obtain complex eigenvalues only for some rather
unlikely values, e. g., for very large values of τ .

We compared the performance of the proposed velocity-
acceleration scheme with a scheme that uses only acceleration
feedback in (11), but no feedback in (12). Root-locus in Fig.
4 shows that both schemes remain stable with increasing
gain ck, but also clearly shows the main difference between
them. The imaginary part of conjugate-complex eigenvalues
increases only in the case when acceleration level modulation
is used, whereas it remains close to zero when modulating both
velocity and acceleration levels. The results clearly support
the proposed velocity & acceleration level scheme, where the
response is always damped, whereas the convergence is slower
for modulation at acceleration level only.

B. Stability and convergence of the learning algorithm

Besides the stability and convergence to the attractor point
of the coupled DMP structure, we also need to prove the
stability and convergence of the proposed learning algorithm,
as defined by (23) – (25). In the following we rely on the
stability analysis provided by the ILC framework. A general
form of ILC is defined as [27]

Fc,i+1(j) = Q(Fc,i(j) + Lei+1(j + 1)) (37)

where Fc,i(j) is the control input of the i-th epoch, ei(j) =
Fd−Fi(j), Q is the filtering of the last control input, L is the
learning parameter and j denotes the time sample. Equation
(24) is exactly the same as (37) with the exception that this is
a discrete time implementation, where the error derivative was
replaced by the sample shift j + 1. The aim of the stability
analysis is to find the range of parameters of the learning
parameter L where the ILC remains stable. For that, state space

matrices given by (30) and (31) have to be in a discrete time
form [43]. Note that from the ILC perspective, the input is the
learned coupling force Fc. Therefore, a suitable discrete time
representation of our system is

x(j + 1) = Âx(j)+B̂1Fc(j)+B̂2Fd+B̂3Φ(j) (38)
y(j) = Ĉx(j), (39)

where input matrices B̂1, B̂2, B̂3 are formed from the first,
second and the third column of the input matrix B, respec-
tively (see (33)). Hat symbol (̂.) denotes the discrete time
counterpart of the continuous time system matrices. Input
signal Φ(j) is defined as αzβz(g1−g2)+f1(x(j))−f2(x(j)).
A commonly accepted framework to examine the stability of
a discrete time plant controlled with ILC in time-domain is
a lifted or supervector representation of the system dynamics
[27], [44]. The supervector representation of the discrete time
system results in T + 1 dimensional input and output vectors
and (T + 1)× (T + 1) system matrix

Fi(0)
Fi(1)
Fi(2)

...
Fi(T )

=


0 0 · · · 0

ĈB̂1 0 · · · 0

ĈÂB̂1 ĈB̂1 · · · 0
...

...
. . .

...
ĈÂT−1B̂1 ĈÂT−2B̂1 · · · 0



Fc,i(0)
Fc,i(1)
Fc,i(2)

...
Fc,i(T )

+


r(0)
r(1)
r(2)

...
r(T )

 , (40)


r(0)
r(1)
r(2)

...
r(T )

 =


Ĉ

ĈÂ

ĈÂ2

...
ĈÂT


[
F (0)

0

]

+


0 · · · 0

ĈB̂2 · · · 0

ĈÂB̂2 · · · 0
...

. . .
...

ĈÂT−1B̂2 · · · 0




Fd
Fd
Fd
...
Fd



+


0 · · · 0

ĈB̂3 · · · 0

ĈÂB̂3 · · · 0
...

. . .
...

ĈÂT−1B̂3 · · · 0




Φ(x(0))
Φ(x(1))
Φ(x(2))

...
Φ(x(T ))

 ,
where the contribution of initial condition F (0) and inputs
Fd,Φ(x(t)) is treated as an exogenous signal r and T is
the number of time samples. Note that inputs Φ(x(t)) are
bounded because the nonlinear part of DMP (f1(x) and f2(x))
is given as linear combination of radial basis functions, which
are bounded. The system matrix in (40), which we denote by
P, is a lower triangular Toeplitz matrix, where the coefficients
are Markov parameters [27]. With the supervector notation of
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the ILC matrices Q and L and by inserting (40) into (37), we
obtain

Fc,i+1(j) = Q(I− LP)Fc,i(j) + QL(Fd − r), (41)

where i denotes the iteration index of the learning controller,
I is a diagonal matrix of dimension (T + 1) × (T + 1) and
Fd = [Fd, . . . , Fd]

T. The ILC system is asymptotically stable
if and only if [27]

ρ(Q(I− LP)) < 1, (42)

where ρ denotes the maximum absolute value of the matrix
eigenvalue. If the ILC system is asymptotically stable, the
asymptotic error when T tends to infinity is

e∞ = [I−P[I−Q(I− LP)]−1QL](Fd − r). (43)

For Q = I, the error ei(j) will converge to 0. Applying
ILC controller with Q = 0.99I and L = LI to the coupled
DMP system shows that the stability can be guaranteed for the
learning controller gains within the range L = [0, 2.09], where
T ≤ 500 and the gain ck was set to 100. Given these settings
and L = 1, g1−g2 = 5, f1(x)−f2(x) = 0, Fd = 0, the force
F will converge to the desired force Fd with maximal error
norm 0.062813N .

In the ILC stability analysis we assumed that given equal
control signals, the plant always returns the same outputs,
which can not be always guaranteed in the case of changing
environmental dynamics. A key question is therefore whether
or not the proposed scheme remains asymptotically stable to
plant perturbations. In [27] and [44] it was shown that the
ILC is inherently stable to the plant dynamics variation. If we
want to further increase the robustness to plant perturbations,
the most direct way is to decrease the Q filter gain. On the
other hand, decreasing Q increases steady state learning error.
As a consequence, the selection of Q is a tradeoff between
performance and robustness. Robustness was experimentally
evaluated and the results are presented in the next Section.

VI. EVALUATION

A. Experimental Setup

We performed several simulated and real world experiments.
The real world experiments were performed on two KUKA
LWR arms with 7 DOFs each. Both arms are shown in Fig.
16. Trajectory calculation was performed on a client computer
using Matlab/Simulink. The desired task space coordinates
were sent to a server computer at 200 Hz via UDP. The server
computer, running an xPC Target application at 2 kHz sent
these commands to the KUKA controller, utilizing KUKA Fast
Research Interface (FRI). It also sent the measured actual robot
positions and forces back to the client PC.

B. Contact with the Environment

Contact with the environment is crucial for many robotic
tasks. It needs to be safe for both the robot and the envi-
ronment, which consequently means that the forces should be
kept low. We applied the proposed algorithm to produce a
desired force of contact F = 15 N upon impact with a table

(see Fig. 6). The movement was repeated 10 times. Fig. 5
shows the results of the real-world experiment. The top plot
shows the trajectories of all epochs. The original trajectory
was defined to start at 1.0 m and end at 0.6 m in 5 s. The
table was at just under 0.67 m. The trajectory in the 1-st epoch
is in green and the trajectory after learning in red. While the
position trajectories practically overlap, the initial and final
force trajectories are considerably different. Note that here it
is crucial that the DMP was modulated with the measured
force already in the first epoch, otherwise the resulting forces
would be far greater and could damage the robot. The bottom
plot shows the forces, with the force of the first epoch in green
and the final force after 10 epochs in red. The reference force
is set to appear after the impact is detected. Note that this is
later anticipated by the ILC and the trajectory is altered before
the actual contact.

C. Bimanual Tasks

We applied the proposed approach to couple two trajectories
in simulation. For the left robot, the original trajectory was
equal to px,L = 0.75 m, py,L = 0.4 + 0.2 sin(tπ/2) m, and
pz,L = (0.7 + 0.12t) m. For the right robot, the trajectory
was defined as px,R = 0.75 m, py,R = 0.4 m, and pz,R =
(0.7 + 0.14t) m. The desired distance between the robots was
set to dd = 0.8 m and the virtual coupling spring constant to
20 N/m. The top plot in Fig. 7 shows the distance between the
robots along the trajectories for each of the 10 learning epochs.
It is evident that the error is considerably reduced after very
few epochs; epochs 1 and 2 are marked. The final distance
along the trajectory between the robots, marked with red, has
a maximal error of less than 0.003 m, appearing at the very
start of the motion.

The bottom plot shows the Root-Mean-Square (RMS) error
of the distance for the cases of ideal trajectories (no noise)
and for the case when noise of distance estimation was added
to show the robustness. The noise was added on the position
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[m

]

4 4.5 5 5.5 6 6.5 7 7.5 8
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Fig. 5. Real world results of adaptation to environment. Top plot: trajectories
of motion, with the trajectory of the 1-st epoch in green (dashed) and the final,
10-th epoch in red (dash-dot). Bottom plot: measured forces with the force
of the 1-st epoch in green (dashed) and the last, 10-th in red (dash-dot). The
black dashed line shows the desired force, set to appear after the impact is
detected,
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Fig. 6. Image sequence showing the collision of the robot with the table.
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Fig. 7. Simulated results of cooperative DMPs. The top plot shows the
distance between the robots, where the green (dashed) line marks the distance
during the trajectory of uncoupled robots, the red (dash-dot) line the distance
after 10 epochs and the blue lines the distance in each epoch; epochs 1 and 2
are marked with numbers. The bottom plot shows the RMS error after each
epoch for trajectories with and without noise.

of the arms, with the maximal noise amplitude at 0.01 m. We
can see that the approach is hardly affected by the noise.

We performed a similar experiment on the real robots, which
we tightly coupled by both of them rigidly holding a stick.
The motions were the same as for the virtual experiment with
the difference in the pz direction, defined the same for both
robots at pz,L = pz,R = (0.7 + 0.07t) m. The duration of
motion was set to 10 s. A full sinusoidal wave was performed
by the left robot with py,L = 0.4 + 0.2 sin(tπ/5) m. The
task was to modify the trajectories so that the force along
the stick on the robots will be minimal. 7 learning epochs
were conducted. Fig. 8 shows the results. The top plot shows
the trajectories in a py − pz plot. The green dashed lines
show the original uncoupled trajectories and the red dash-dot
lines the final trajectories. The bottom plot shows the resulting
measured force. Both robots adapted, i.e., lf1 = lf2 = 1. The
force scaling factor was set empirically.

The two image sequences shown in Fig. 9 compare the
execution of independent and cooperative DMPs, where co-
operative DMPs were learned in 7 epochs. The top row shows
the execution of the original, independent trajectories, where
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Fig. 8. Real world experimental results for cooperative DMPs. Note that
the py,L and py,R trajectories are for presentation purposes depicted at
±0.2 m, although the trajectories were performed at ±0.4 m. The top py−pz
plot shows the trajectories, with the green dashed lines showing the original
trajectories and the red dash-dot lines showing the final trajectories. The
bottom plot shows the resulting force, the final in red dash-dot.

we can see that the distance between the robot end effectors is
changing, which can be observed from the length of the stick
on the right side of the right robot. The bottom row shows
the execution of cooperative trajectories, where the distance
between the robots is kept constant. Fig. 8 shows the resulting
forces along the stick.

In another experiment, we coupled two independently con-
trolled KUKA LWR robots, and combined the task with
adaptation to external, human interference, which is not fully
repeatable due to the human in the loop. The task demanded
that the robots – together with the human – place a lid on a
wooden box, the robots holding one side, the human another
side. The fit of the lid was very tight. The initial trajectories
were learned by demonstration. Then, the box was moved
12 cm in −px (backward) and 7 cm in py (robot’s right)
direction from the demonstrated position and our proposed
approach was used to correct for the misplacement of the box
in 8 epochs. px and py directions were corrected, while pz (up-
down) was not. The task was to minimize the force the robots
exert to each-other and towards the human, i.e., Fd,x,y = 0 for
both robots. Fig. 10 shows the resulting forces and positions
of both robots.

We can see from the force plots in Fig. 10, that the person
had to push on the lid in the first three epochs (see Fy plots).
We can also see in the left Fz plot, that the lid did not fit
in the box in the first 4 epochs. Once it did, the forces were
reduced to desired values at 0N. Negative Fz is the force the
human is exerting on the lid, while positive values indicate
simply the weight of the lid. Fig. 11 shows the position of the
lid after the demonstration and after the first 5 epochs. The
experiment is also depicted in the accompanying video.

D. Effect of changes in epochs

In a real-world scenario with two independent agents per-
forming a cooperative task, a systematic error of the sys-
tem could influence the repeatability of the execution during
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Fig. 9. The execution of a task as performed by two independent DMPs (top row) and the execution with cooperative DMPS after learning (bottom row)
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Fig. 10. Results of adaptation of force in both robots in the left figure and of position in the right figure. The legend denotes the colors of separate epochs
for all 12 plots. The 1-st is marked with green dashed and the last with red dash-dot line.

Fig. 11. The position of the box, lid, and the robots in the demonstration in the leftmost picture. Positions after each epoch, with epoch number increasing
towards the right. Only 5 epochs are shown because the pictures of the final position after epoch 5 are practically identical.

epochs. Examples of such could be the slipping of the wheels
of wheeled robots cooperatively moving an object, faulty
sensors, miscalibration ... In the experiment two robots are
coupled to maintain a common distance of 0.4 m. The original
trajectory of the right robot is a straight vertical line, and of
the left robot a sinusoidal line. The left robot is the leader
and does not adapt trajectories. It also drifts in the first
five epochs (i = 1, ..., 5), which we simulate with yL(t) =
0.4 + sin(tπ/2)0.2 + (i− 1)0.005t+ (i− 1) sin(tπ/2)0.002.
After the fifth epoch, the drifting stops. We also simulate noise.

Figure 12 shows the trajectories of both robots, with original
trajectories in dashed green and final trajectories in dashed
red. Adaptation through all epochs can be clearly seen. The
final trajectories practically maintain the desired distance at
all times as can be seen in the RMS error results in Fig. 13.
Figure 13 also depicts RMS errors for using only a feedback
controller for coupling while the leader robot drifts, i.e., in
the first five epochs. The results clearly show the advantage

of using ILC even if the trajectories are smoothly changing
from trial to trial.

E. Obstacle Avoidance in Bimanual Tasks

When one of the arms in a bimanual task encounters an
obstacle, both arms have to adapt. Similar experiments but
with acceleration level coupling and hebbian-type learning of
a filter gain were discussed in [39]. If the arms are coupled
using our proposed approach, the feedback term will move the
arm that does not encounter an obstacle, but considerable force
will appear between the tightly coupled arms. If the obstacle
is repeatable over epochs, the proposed ILC approach can be
used to minimize the force. In our experiments we applied
the same online obstacle avoidance algorithm as presented in
[10], [25]. We used it to control the left robot arm.

The cooperative DMPs were set in a leader-follower re-
lation, the left robot being the leader (lf,L = 0). From
the start both robots had identical 20 s vertical trajectories
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Fig. 13. RMS error for simulated trajectories from Fig 12. Despite the drift,
the RMS error is being clearly reduced. RMS error is far bigger if only a
feedback controller (no ILC) is used.

(yL,R = ±0.4 m), but the left robot encountered an obstacle
at px = 0.7 m, py = 0.45 m, pz = 1 m and therefore
had to apply obstacle avoidance. Our proposed algorithm was
utilized to minimize the forces between the robots, rigidly
connected with a stick. Fig. 14 shows the results of learning
to minimize the forces between the robots in 7 epochs. The
top plot shows the py−pz trajectory plot. The trajectories are
for presentation purposes again depicted at yL,R ± 0.2 m, but
they were executed at yL,R = ±0.4 m. The dashed green lines
show the original trajectories. The black lines connecting the
robots show the connecting stick every 5 s. The bottom plot
shows the resulting forces between the robots, in py direction
(blue), and the resulting torques around the global z (vertical)
axis.

Fig. 15 shows the results of a similar real world experiment,
where additionally the right robot encounters an obstacle at
px = 0.75 m, py = −0.4 m, pz = 0.9 m. The obstacle is set so
that the robot must avoid it in the −x direction. The resulting
movement leads to a rotation of the stick between the robots,
namely around the world z axis. The rotation of the object
was a direct result of cooperation and no higher level planners
were applied. The results indicate the ability of the algorithm
to provide trajectories that can guide wide objects through
narrow passages, e. g., a long board through a door, without
any higher-level planning. Note that the coupling between the
robots was in all task space degrees of freedom. In the top 3-D
plot we can also notice the initial oscillations. These are the

result of both obstacle avoidance and cooperative terms acting
on the trajectory of the right robot. The oscillations disappear
by the final, 7-th epoch, marked with red. The bottom plot
shows the resulting forces in the py direction and the resulting
torque around the world z axis. Fig. 16 shows the two robots
avoiding 2 obstacles. Note that in a simulated scenario, the
robots could get stuck in a local minimum, where both the
obstacle avoidance and the coupling terms would provide the
same, excluding modulation values. In a real world scenario
that is unlikely, even more so due to the fact that the coupling
acts on both the velocity and acceleration.

VII. MODULATING THE DURATION OF COUPLED
TRAJECTORIES

The introduction of the coupling term does not affect other
DMP modulation properties, as was already demonstrated with
obstacle avoidance. In the following we show how we can
modulate the duration of coupled DMPs.

The property of not being directly dependent on time but
on the phase x of the movement, allows the modulation of a
DMP trajectory duration by changing a single parameter, i. e.,
parameter τ . Coupled DMPs preserve this property if a simple
scaling factor is added to (11) or (17) and (20), respectively.

For example, if τnew = 2τ and the rest of the DMP parame-
ters remain unchanged, the new DMP trajectory will take twice
as long to execute. Other than duration, given correct initial
conditions (position and velocity), the trajectory will remain
unchanged. The coupling term Fc, which couples the trajectory
to the environment or another robot, also depends on the phase
x, see (26). Let us assume that the same τ governs the duration
of both the trajectory and the coupling term Fc. By changing
the duration of the coupled trajectory with τnew = 2τ , the
behavior of the robot will remain the same even though Fc
was learned for τ , with the only change in (11), where the
term c2Ċ must be changed to τnew

τ c2Ċ.
Fig. 17 shows the results of modulating τ for the case

of interaction with the environment. A DMP trajectory was
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Fig. 14. Real world results of obstacle avoidance with the right robot
following the left one. The top plot shows the py − pz trajectories, the
original trajectories depicted with green dashed lines. The bottom plot shows
the resulting forces and the resulting torques (scaled 20 times for presentation
purposes).
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Fig. 15. Real world results of double obstacle avoidance of cooperative DMP
trajectories. The left robot is the leader, which encounters an obstacle, but the
follower also encounters an obstacle. The top plot shows the trajectories,
the final, 7-th plot marked in red dash-dot line. Dashed green lines show the
original trajectories. The bottom plot shows the resulting force in py direction
and the resulting torque (scaled 20 times for presentation purposes) around
the world z-axis. Dashed lines show the forces and torques in the final epoch.

encoded to reach from pz = 1.4 m to pz = 0.7 m, and
the coupling term Fc(x) learned to stop at the obstacle at
pz = 1 m, but not press on it (Fd = 0). The top plot shows
the trajectory for τ = 6 in red, and the temporally modulated
trajectory for τnew = 2τ = 12, in dashed blue. The bottom plot
shows the same trajectories, but the modulated (dashed blue)
trajectory is plotted against t/2, i.e., the time axis is squeezed.
The trajectories match perfectly. The same initial position and
velocity conditions were applied for both trajectories. Fig. 18
shows the force results for the same scenario, also showing a
perfect matching.

Fig. 16. Simultaneous avoidance of two obstacles. The leader robot arm
(left) encounters an obstacle to its left side (orange ball). Before that, the
follower robot encounters an obstacle in front of itself (pink foam).
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Fig. 17. Simulation results obtained by modulating the duration of an
environment-coupled DMP. The original trajectory and the trajectory with the
changed duration are in the top plot. Both trajectories, where the modulated
trajectory time scale is changed with the same ratio as the duration, are
presented in the bottom plot.
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Fig. 18. Simulation force results obtained by modulating the duration of
an environment-coupled DMP. The measured force during the execution of
the original trajectory and the force measured along the trajectory with the
changed duration are in the top plot. Both forces, where the modulated
trajectory time scale is changed with the same ratio as the duration, are
presented in the bottom plot.

VIII. DISCUSSION

In this paper we have shown that the proposed approach
can effectively be utilized to achieve the desired force con-
tact behavior for both interaction with the environment and
cooperative/bimanual tasks. Because it generates an internal
environment model, i. e., learns the predictive coupling term to
achieve the desired behavior, it can prevent hard contacts with
the environment, which can arise during pure feedback control.
The robot learns to anticipate when a contact will occur, and
prepares appropriately. The sensory feedback is always present
in the system and assures that the robot gradually adapts to a
different configuration, should the need arise. In the following
we discuss some issues of the proposed method and compare it
to similar approaches in the literature. We also briefly discuss
non-stationary conditions.

The current-iteration iterative learning control algorithm
requires two important tunable parameters, namely Q and
L. The force gain parameter c determines the responsiveness
of the system in the first iteration when the coupling term
Fc equals 0. Parameters were tuned using heuristic approach
[45], where the choice of Q is a tradeoff between the stability
region and steady-state error. L is calculated according to (42).
As stated in the literature [27], a combination of ILC and
feedback controller can also be applied to reject noise and
nonrepeating disturbances. We showed in Figs. 7, 12 and 13,
that the approach is beneficial in the presence of both noise
and systematic errors.
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Considering that our approach can modify any trajectory,
to achieve the desired behavior, the approach is in its essence
general. While it is true that it requires a few repetitions of
the task to learn the behavior, the same can be claimed for any
learning scenario. Since many objects in a human home, such
as furniture, are stationary, the learning process needs to take
place only once for a specific task. The feedback controller and
continuous learning over the epochs can account for changes
in the environment. When considering the algorithm for non-
stationary conditions, for example when operating in contact
with a human or when dealing with moving objects, the
proposed algorithm is also applicable as we have shown in
our experiments.

Contrary to our approach, which changes the reference
trajectory to achieve the desired interaction dynamics, Cheah
& Wang [46] showed how to apply ILC to learn the target
impedance model. To improve stability of interaction, Yang et
al. [47] moved beyond standard ILC and proposed a learning
controller for interaction tasks by adapting feedforward force
and impedance. The advantage of changing reference trajecto-
ries – like in our work – is that we can anticipate contacts
before they arise. We have shown in our experiments that
the proposed approach can cope with gradual changes in the
environment.

With respect to similar algorithms in the literature, the al-
gorithm in [38] uses a similar setting. A trajectory is executed
once and the measured signals are used as referential signals
for the controller. This is also the fundamental difference to
our approach, as the first execution gives the reference, while
in our case the reference can be anything, applied to any
trajectory. While the papers [38] and [4] show impressive dis-
turbance rejection results, true generalization remains subject
to the first, successful and referential execution.

In the approach by Pastor et al. [38], the output of the
controller is fed into the acceleration level of the DMP to
generate an improved movement. Notably, the measured force
is equivalent to acceleration and therefore it makes sense to
couple the DMP at the acceleration level. However, we have
shown that using only the acceleration level of the DMP
for coupling results in greater oscillations in the direction
of the coupling force. As we can see from the root-locus
plot of the coupled system (see Fig. 4), coupling at the
velocity level results in better damping of the system. In
view of the proposed ILC algorithm, this has an effect on
the stability of learning. If only a feedback controller at the
velocity level is used, a certain error is expected to appear
in case of changed conditions every time, even if the error
is repeatable in consecutive motions. This is demonstrated
in the obstacle avoidance task, as shown in Fig. 14. Since
the original trajectories are perfectly parallel, the first epoch,
while Fc = 0, can be considered the same as the approach by
Pastor et. al [4], but with coupling at both the velocity and
acceleration levels. If no learning were present, the measured
force between the robots would remain the same throughout
the epochs. Reducing the force in consecutive executions is
the real advantage of the proposed algorithm.

Kulvicius et al. [39] proposed to couple DMPs at the
acceleration level. In this paper we demonstrated that it is

beneficial to couple DMPs at velocity and acceleration level.
Their approach uses a modified DMP representation, which
is explicitly dependent on time. In our work we keep DMPs
phase dependent, which allowed us to implement velocity
scaling (Section VII). Most importantly, instead of learning
a predictive term (26), [39] applies Hebbian type learning to
determine a filter gain, which uses coupling force error as the
input. Such a formulation cannot learn to anticipate coupling
forces across learning epochs. Using the well-defined ILC
framework from control theory, we were also able to prove
the convergence and stability of the proposed scheme without
any linearization assumptions.

IX. CONCLUSION

In this paper we presented a new approach for learning
coupling terms for interactive and cooperative DMPs. Intro-
ducing force feedback into the well defined framework of the
DMPs is one of the key advantages of the proposed approach.
It enables learning of coupling terms that establish desired
contact forces with the environment and the adaptation of
trajectories for cooperative task execution, essentially bridging
the gap from the purely kinematic domain of the DMPs to
dynamic behavior.

We have shown that both the coupling and the learning algo-
rithms are stable; that it is important that the coupling terms are
added at the appropriate level, i. e., velocity and acceleration;
that it is robust to noise and systematic errors; and that it can be
applied to use real force feedback. The latter was demonstrated
in a number of simulation and real-world experiments, where
the approach was applied to actual interaction and bimanual
cooperation tasks, including cooperation with a human. The
low number of learning epochs also makes on-line learning of
the coupled/interactive trajectories a viable possibility.

APPENDIX

In the following we will derive state space representation
for the coupled DMP system. By writing (17) and (18) and
(20) and (21) as second order equations we get

ÿ1 +
αz
τ
ẏ1 +

αzβz
τ2

y1 =
c2 + τ

τ2
Ċ1,2 +

αz
τ2
C1,2 +

αzβz
τ2

g1

+
f1(x)

τ2
, (44)

ÿ2 +
αz
τ
ẏ2 +

αzβz
τ2

y2 =
c2 + τ

τ2
Ċ2,1 +

αz
τ2
C2,1 +

αzβz
τ2

g2

+
f2(x)

τ2
. (45)

Applying Laplace transform [43] to both differential equations
yields

(s2 + a1s+ a2)Y1 = (b1s+ b2)C1,2 + b3X1, (46)
(s2 + a1s+ a2)Y2 = (b1s+ b2)C2,1 + b3X2, (47)

where signals are now Laplace transform of the continuous
time signals assuming zero initial conditions1 (Y = L(y), C =

1We achieve this by subtracting the initial values from the corresponding
signals.
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L(C),F = L(F ),Xi = L(αzβzgi + fi(x))) and parameters
a1, a2, b1, b2, b3 are

a1 =
αz
τ
, a2 =

αzβz
τ2

,

b1 =
c2 + τ

τ2
, b2 =

αz
τ2
, b3 =

1

τ2
.

Lets rewrite both outputs in transfer function notation

Y1 = H1C1,2 +H2X1, (48)
Y2 = H1C2,1 +H2X3, (49)

where H1 = (b1s+ b2)/(s2 + a1s+ a2) and H2 = b3/(s
2 +

a1s+a2). Subtracting (49) from (48) and multiplying the result
by k we obtain

F = k(Y1−Y2) = k(H1(C1,2−C2,1)+H2(X1−X2)). (50)

Now we can apply feedback. First we subtract (19) and (22),
assume lf1 = lf2 = 1, and use (23) and (25) to get the relation

C1,2 − C2,1 = 2(Fc + cF1,2) = 2Fc + 2c(Fd −F), (51)

and insert result into (50)

F = 2kH1Fc + 2ckH1(Fd −F) + kH2(X1 −X2) (52)

Solving for F yields

F =
2kH1

1 + 2ckH1
Fc +

2ckH1

1 + 2ckH1
Fd (53)

+
kH2

1 + 2ckH1
(X1 −X2).

The output force is therefore the sum of three transfer func-
tions multiplied with inputs Fc,Fd and X1−X2. By inserting
the definitions of H1 and H2 back into (54) we obtain

F =
2k(b1s+ b2)

s2 + (a1 + 2ckb1)s+ (a2 + 2ckb2)
Fc

+
2ck(b1s+ b2)

s2 + (a1 + 2ckb1)s+ (a2 + 2ckb2)
Fd (54)

+
k

s2 + (a1 + 2ckb1)s+ (a2 + 2ckb2)
(X1 −X2).

Finally, we substitute a1, a2, b1, b2, b3 and rewrite the transfer
function (54) in a controllable canonical state space form and
introduce initial conditions

A =

[
−αzτ+2ck(c2+τ)

τ2 1

−αzβzτ+2ck
τ2 0

]
,

(55)

B =

[
2k(c2+τ)

τ2

2ck(c2+τ)
τ2 0

2kαz

τ2
2ckαz

τ2
k
τ2

]
, (56)

C =
[

1 0
]
, (57)

x(0) =

[
F (0)

Ḟ (0)− αzτ+2ck(c2+τ)
τ2 F (0)

]
, (58)

F (0) = k(y1(0)− y2(0)). (59)
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tute, Ljubljana, Slovenia. He is also associated with
the ATR Computational Neuroscience Laboratories,
Kyoto, Japan. His research interests include au-

tonomous robot learning, imitation learning, humanoid robot vision, percep-
tion of human activity, humanoid cognition, and humanoid robotics in general.

Dr. Ude is a recipient of the Science and Technology Agency fellowship for
postdoctoral studies in ERATO Kawato Dynamic Brain Project, Kyoto, Japan.
He has also received several fellowships from the Japan Trust International
Research Cooperation Programme. He was a general chair of Humanoids 2011
conference. In recent years he has been a member of program committees of
all major robotics conferences including ICRA, IROS, and RSS.

CONFIDENTIAL. Limited circulation. For review only

Preprint submitted to IEEE Transactions on Robotics. Received: January 31, 2014 04:45:21 PST



Author's personal copy

Robotics and Autonomous Systems 61 (2013) 1450–1459

Contents lists available at ScienceDirect

Robotics and Autonomous Systems

journal homepage: www.elsevier.com/locate/robot

Interaction learning for dynamic movement primitives used in
cooperative robotic tasks
Tomas Kulvicius a,∗, Martin Biehl c, Mohamad Javad Aein a, Minija Tamosiunaite a,b,
Florentin Wörgötter a
a Georg-August-Universität Göttingen, Bernstein Center for Computational Neuroscience, Department for Computational Neuroscience, III Physikalisches
Institut - Biophysik, Friedrich-Hund Platz 1, D-37077 Göttingen, Germany
b Department of Informatics, Vytautas Magnus University, Vileikos g. 8, Kaunas, Lithuania
c Adaptive Systems Research Group, The University of Hertfordshire, School of Computer Science College Lane, Hatfield,
Hertfordshire AL10 9AB, United Kingdom

h i g h l i g h t s
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a b s t r a c t

Since several years dynamic movement primitives (DMPs) are more and more getting into the center of
interest for flexible movement control in robotics. In this study we introduce sensory feedback together
with a predictive learning mechanismwhich allows tightly coupled dual-agent systems to learn an adap-
tive, sensor-driven interaction based on DMPs. The coupled conventional (no-sensors, no learning) DMP-
system automatically equilibrates and can still be solved analytically allowing us to derive conditions for
stability. When adding adaptive sensor control we can show that both agents learn to cooperate. Simula-
tions as well as real-robot experiments are shown. Interestingly, all these mechanisms are entirely based
on low level interactions without any planning or cognitive component.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Novel trajectory generation methods such as Dynamic Move-
ment Primitives (DMPs [1,2]) or Gaussian Mixture Models (GMMs
[3–5]) can generalize over different start and end points of the
movement trajectory and they can efficiently emulate different
trajectory shapes also allowing us to combine them in a dynamic
way [6,7]. Such methods also allow an on-line alteration of the
trajectory, if need be. For example, it is clearly useful to alter the
trajectory of an agent as soon as an obstacle (a path disturbance)
is sensed. Such problems have been addressed by using sensory
feedback and applied in a variety of different applications, like ob-
stacle avoidance [8–15], grasping and object manipulation [16,17],
locomotion and crawling [18,19], drumming [20], Ball-in-a-Cup
game [21].

∗ Corresponding author. Tel.: +49 551 39 107 63.
E-mail address: tomas@physik3.gwdg.de (T. Kulvicius).

So far DMPs and GMMs have mainly been used for uncoupled
agent systems. In this study, we analyze tightly coupled dual agent
systemswhere each agent has its own path plan defined by a DMP.
Note that in simulations we couple agents by a stiff virtual spring
whereas in real robot scenario agents are coupled by a rigid ob-
ject, i.e., a trace. In a coupled system the problem exists that both
agentsmight not cooperate. This leads to the situations that agents
will first have to equilibratewith respect to each other. Only on top
of this any sensor influence – for example for obstacle avoidance
– and/or learning can take place. As shown here analytically both
agents will indeed equilibrate into a shared fixed point represent-
ing the two new trajectories. This leads to the situation that sensor
reactions and learning can operate in a stable way also in the dual
agent system. Specifically, we will show that learning can be em-
ployed to create a system, where both agents in the end ‘‘help each
other’’. Probably one interesting aspect of this approach is that,
due to the intrinsic attractor properties of DMPs, these systems do
not need any conventional active control-components (impedance
control, servoing, etc.), while still performing remarkably well.

0921-8890/$ – see front matter© 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.robot.2013.07.009
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In the following we will describe our framework for interac-
tive DMPs also introducing the learning method. Mathematical
derivations are given and a detailed analysis of signals and learning
statistics is performed using simulations. In the end we then show
experiments with a real robot-arm. Finally, in the discussion sec-
tion, we will relate and compare our method to other existing ap-
proaches.

2. Methods

2.1. Dynamic Movement Primitives (DMPs)

To describe the movement trajectory of an agent we use the
method for generatingmovement sequences proposed in [7]which
is a modification of the original dynamic movement primitives
(DMPs, [1,22,23,2]). Here we use modified DMPs since they have
faster convergence at the end-point compared to the original DMP
formulation and allow smooth joining of movement sequences
with non-zero velocities at the joining point [7]. Similar to the orig-
inal approach, modified DMPs are based on differential equations
and consist of two dynamic systems: the transformation system
and the canonical system. The transformation system is described
as follows:

ż = α(β(r − y)− z)+ f , (1)
ẏ = z, (2)

ṙ =


(g − s)/T , if t ≤ T
0, otherwise, (3)

where α and β are time constants (in this study we used α = 0.75,
β = α/4), ż, ẏ and y correspond to acceleration, velocity and posi-
tion, respectively. Here r defines a piecewise-linear goal function
where s and g are the known start and goal states (start/end-point)
and T is the duration of themovement. Initially we set y0 = r0 = s,
ẏ0 = 0 and ż0 = 0.

The canonical system is described by a sigmoidal decay
function:

ξ̇ = −
αξ exp(αξ (T − t))

(1 + exp(αξ (T − t)))2
, (4)

where αξ is a time constant and defines the steepness of the sig-
moidal function (in this study we used αξ = 1.0) centered at time
moment T . Initiallywe set ξ0 = 1. The nonlinear function f is given
by

f = αw

n
i=1
ψiωiξ
i
ψi

, (5)

with

ψi = exp


−( t

T − ci)2

2σ 2
i


, (6)

whereψi denote Gaussian kernels, ci and σi is the center andwidth
of the ith kernel, respectively. Kernels are placed evenly along the
trajectory in time and spaced between 0 and 1,where 0 denotes the
beginning of the movement trajectory and 1 the end. The shape of
the movement trajectory is defined by weightsωi and in our study
they were generated manually but in general case they can be ob-
tained by imitation learning [1,2]. Herewe useαw as a general scal-
ing factor for all learned weights and in this study we set it to 1.
Note that here DMPs are time dependent. This can be changed to
phase-based DMPs without problems as shown in one of our older
studies [7]. However, this is not relevant for the current investiga-
tions. In simulations and a real robot experiment we used a sam-
pling rate of 200 Hz.

2.2. Interactive DMPs

We model the two agent system as two point particles cou-
pled by a spring. Here we treat agents with equal mass. Each agent
is subject to a primary force generated by a dynamic movement
primitive,which can be viewed as the control signal.Wedenote the
ith coordinate (i = 1, 2, 3 correspond to X , Y and Z-coordinates,
respectively) of the jth particle (j = 1, 2 correspond to agent P
and Q , respectively) as yi,j and the corresponding velocities as zi,j.
Assuming that the particles havemassmNewton’s equation ofmo-
tion is

mżi,j = F S
i,j + FD

i,j, (7)

where F S
i,j are the forces acting due to the spring coupling and FD

i,j
the forces from the DMP. The spring forces can be written as

F S
i,1 = k direction (d − offset) = −F S

i,2, (8)

where direction = (yi,1 − yi,2)/offset and offset =
l(yl,1 − yl,2)2. Here d denotes the spring length when relaxed

and k is the spring constant. In this study we used d = 50 cm and
k = 0.95 N/cm. Note that in our simulations we omitted masses
by setting them tom = 1 for both robots. In general, robots would
adapt to any masses due to learning. Also, in simulations we chose
k in order to obtain a relatively hard stiffness for coupling, whereas
in the real robot scenario (as shown later) there is no need to tune k.

As explained above, the position of the agent is defined by a
DMP and we denote its force FD

i,j by

FD
i,j = m(α


β

ri,j − yi,j


− zi,j


+ fi,j + uA

+ uI). (9)

Here uA is a reactive termwhich is used for obstacle avoidance and
in this study is fixed, whereas uI is an interactive term and is learnt.
Definitions of these terms are given below.

Also we have for the accelerations and velocities:

żi,j =
1
m
(F S

i,j + FD
i,j), (10)

ẏi,j = zi,j. (11)

3. Implementation

3.1. Task definition

In the interaction learning scenario, as explained above, we
have two identical agents (P and Q ) which are physically coupled
via the linear spring. Initially the agents are going to follow their
planned path, so in case the agents have different paths or the path
gets changed due to obstacle avoidance forces between agents will
increase due to the coupling. The goal is to learn to interact in a
way that the forces between agents are minimized. For example,
if agent P is going to avoid the obstacle, then agent Q has to learn
interacting and helping agent P bymoving to the same direction as
shown in Fig. 2B.

3.2. Definition of the sensor inputs

We consider two types of sensor inputs. (1) Two avoidance sen-
sors (touch and vision, with fixed characteristics used for obstacle
avoidance) and (2) two interaction-relevant sensors (displacement
and force used-for interaction learning).

Obstacle avoidance is implemented in the conventional way
(potential field approach [8,9,12]) and is used to create realistic
situations for interaction learning. We use two types of sensors
which generate a compound avoidance signal: touch and vision.
Normally the agent should be able to use the gradually rising vision



Author's personal copy

1452 T. Kulvicius et al. / Robotics and Autonomous Systems 61 (2013) 1450–1459

signal alone to avoid the obstacle. The binary touch signal is used as
an emergence fall-back. For example, if the robot–robot interaction
massively pushes one robot into an obstacle, then this situation can
be recovered by the reaction to touch. Specifically we define:

(1a) The touch sensor obtains value 1 if the agents hits the
obstacle and 0 if there is no collision:

AT (t) =


1, if δ(t) < ΘT
0, otherwise, (12)

where δ is the minimal distance from the agent’s center point to
the obstacle, andΘT is the threshold for collision detection.

(1b) The visual sensor is triggered whenever the obstacle ap-
pears within the vision field (defined by a threshold) of the agent
and is described by

AV (t) =


δ(t)/ΘV , if δ(t) < ΘV
0, otherwise, (13)

where ΘV defines the radius of the visual field. In this study we
usedΘT = 5 cm andΘV = 20 cm.

In general, we use a filter to smooth sensor signals and obtain
as final input:

uA(t) = auA(t −∆t)+ (1 − a)(ΓTAT (t)+ ΓVAV (t)), (14)

with a = 0.98 the filter parameter. Here ΓT ,V are weights which
define the strength anddirection of the obstacle avoidance reaction
where positive weights were used to generate leftward/upward
movements and negative weights for rightward/downwardmove-
ments. Values forΓT ,V can change for different experiment and are,
thus, given below. In this study we used∆t = 0.005 s.

(2a) The displacement sensor D is defined by

D(t) =


η(t) (ya(t)− yp(t)), if |ya(t)− yp(t)| < ΘD
0, otherwise, (15)

where η(t) = 1, if uA(t) < ϵ and η(t) = 0, otherwise. In this
study we used ϵ = 10−4. Thus, η acts as an inhibition term where
an agent, that encounters an obstacle will not react to any push or
pull produced by the other agent, as the need to avoid the obstacle
is fundamental. This way the agents obtain their roles (leader and
follower) naturally depending on the situation and there is no need
to define them in advance. Here ya is the actual trajectory of the
agent defined by Eq. (11) and yp is the planned trajectory obtained
without spring force (i.e., in Eq. (10) we set F S

= 0). Note that here
we use the threshold ΘD for the displacement sensor in order to
compensate for tracking errors, since in the real robot applications
the actual and the planned paths will never match exactly. In this
study we used ΘD = 1 cm. Also, the displacement signal does not
influence the trajectories of the robots. It is only used for learning.

(2b) The force sensor signal F is defined by the force F S of the
spring model (see Eq. (8)):

F(t) = η(t)F S(t). (16)

This signal is filtered with

uI(t) = auI(t −∆t)+ (1 − a)ρ(t)F(t), (17)

with a = 0.98 and ρ a weight, which will be changed by the
learning rule described next. Note that in real robot experiment (as
shown later) F S is obtained from a force sensor of the robot. Also,
please keep inmind that the agents are independent and have their
respective sensors.

3.3. Learning rule

For learning we make use of the physical fact that the po-
sition signal follows the acceleration-dependent signal. Hence
force (acceleration-dependent) is predictive for a displacement

(position-dependent) that will arise later.We can use the displace-
ment signal to learn a predictive reaction in response to the (ear-
lier occurring) force signal. Thus, for learning the sensor signal D
(displacement) is paired with the sensor signal F (force) to grow
weight ρ [24].

For this, we use a correlation based learning rule (Hebbian
type [25]).

ρ̇ = µDF , (18)

whereµ is the learning rate. Learning stops as soon asD = 0, i.e., as
soon as the displacement sensor is not triggered anymore and the
predictive response has fully taken over.

4. Results

This section will start with an analytical stability analysis of the
coupled agent system. This will be followed by simulation results,
first for 1D cases and then for a 3D case. Finally we will show a real
robot experiment.

4.1. Stability analysis

Such coupled DMP-based systems are quite interesting as cou-
pling leads to mutual influence of one DMP onto the other. The
question arises, thus, under which conditions these systems are
stable and how they converge along the trajectory. In Appendix A
we provide analytical details addressing this question. They are
based on the, quite conventional, approximation of each agent as a
point-source (end point of the robot’s end-effector) and a mutual
compliance that is modeled by a spring. Robot experiments shown
here confirm that these approximations are justified for systems
that have limited intrinsic dynamics (kinematically stiff conven-
tional robots). As solutions are complex, here we will just sum-
marize the result. We discuss the only case that m1 = m2 = m.
Generalization to differentmasses are straightforward as only their
relation m1/m2 is relevant.

Conventionally (uncoupled) DMPs are used with parameters α
and β = α/4 as this leads to critical damping along the DMP-
trajectory and, thus, to optimally fast convergence [1]. Fixed point
analysis (see Appendix A) of the coupled system reveals that for
these parameters the system will oscillate along the direction of
the spring. One has to chooseα >

√
8k/

√
m andβc = (mα2

−8k)/
(4mα) to achieve critical damping along the spring, butwill receive
now a slightly suboptimal (over-damped) behavior along the DMP
trajectories. From analysis we also found that depending on the
parameters there exist either one stable fixed point or two fixed
points, one stable and the other unstable. The stable one represents
the desired solution (agents approach goal-points). This analysis is
valid for all start and goal positions andwithout any constraints on
the system.

4.2. Interaction learning without obstacle avoidance
First of all we will present interaction learning between two

agents without obstacle avoidance when the agents initially have
different paths (paths were generated by setting DMP weights
manually). In this case we are going to learn the interaction only
for the Y -coordinate (1D case). Simulation results of such an ex-
periment are shown in Fig. 1. Signal development during the learn-
ing process is given in panels A1–A3 (we show signals only for the
agent Q , because signals of agent P are identical with an inverted
sign). The first few seconds show the control case (before learning,
0–5 s). The first five learning trials follow (5–30 s). Note that here
one trial lasts 5 s, which given a sampling rate of 200 Hz corre-
sponds to 103 time steps). One can see that already during the first
learning trial (5–10 s) forces are significantly reduced compared
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A1 A3

A2

B

A4

Fig. 1. Simulation results from interaction learning without obstacles. In panels A1–A4 signals only for the agent Q are shown. (A1) Displacement signal D; (A2) predictive
force signal F ; (A3) output signal uI ; (A4)weight ρ; (B) trajectories. Green and red dots correspond to the start and end points, respectively. The learning rate wasµ = 0.04.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

to the control trial (0–5 s). The displacement signal (panel A1)
was fully avoided and the weights (panel A4) stabilized after eight
learning trials. Resulting trajectories are presented in panel B. We
observe that the agents converge to the ‘‘natural’’ equilibrium,
which is the one that would also be obtained by purely passive
equilibration, i.e., terms uA and uI are equal to zero all the time.
The main gain from employing learning, however, is that this way
the forces between both agentswill beminimized, which is not the
case for passive equilibration (in real robot scenarios, if the forces
are high then the robots might lose or damage the object by which
they are coupled).

4.3. Interaction learning with obstacle avoidance
In the next experiment we have a scenario where the agents

initially have the sameplanned trajectories but theywill encounter
obstacles along their paths. So in this case agents have to learn to
help each other to avoid obstacles bymoving to the same direction.
As in the previous experiment we are going to learn interaction
only for the Y -coordinate.

Results for interaction learning with obstacle avoidance are
presented in Fig. 2. As in the previous case signals for the control
case (before learning, 0–5 s) and the first three learning trials
(5–20 s) are shown in panels A1–A3. Here we can see that before
learning agents will be pushed into the obstacles (see touch signals
AT , inset of panel A1) whereas – as learning proceeds – agents
are learning to help each other and the obstacles are not touched
anymore. Weight development is shown in panel A4. In this case
it took one trial longer for agent Q than for agent P (17 and 16
trials, respectively) until weights finally stabilized since agent Q

was pushed stronger away by agent P due to its obstacle avoidance
reaction. Resulting trajectories are shown in panel B where we
can see that the roles of agents interchange depending on their
sensor inputs, i.e., the agent which is going to avoid the obstacle
becomes the leader and the other agent is the follower (which
learns to follow the leader). For comparison we also show the case
when the roles of the agents were predefined at the beginning
(P = master and Q = slave). Resulting trajectories are presented
in panel C where we can see that in this case only agent Q was
learning to help the other agent. As a consequence agent Q was
never able to avoid the obstacle (see also touch signal in the
inset). These results clearly demonstrate that presented non-rigid
Leader/Follower mechanism is advantageous compared to a fixed
Master/Slave architecture.

4.4. Statistical evaluation
We evaluated our model statistically in a 3D scenario with ob-

stacles (see Fig. 3C1) where the agents initially had different paths
(most general case). In this case we were learning weights for
the interaction for all three dimensions (X , Y and Z-coordinates).
We analyzed the robustness of the learning and the influence of
the learning rate µ by the number of learning trials (experiences)
needed to learn interacting. Signals and resulting trajectories (see
the supplementary video, Appendix B) from a single simulated ex-
periment are shown in Fig. 3A–C, where in panels A1–A3 we show
signals only for agent P (signals for agent Q look similar). Again,
we show the control case (before learning, 5–10 s) and the first
four learning trials. As in the previous examples, we see that the
amplitude of the displacement signals for all three dimensions is
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A1 A3

B C

A4A2

Fig. 2. (A, B) Simulation results from interaction learning with obstacles without predefined roles of the agents and C with initially predefined roles (P = master and Q =

slave). Note that in simulations we let the robots go through obstacles, whereas in the real robot experiment this would not be the case and the behavior wouldmuch depend
on the obstacle avoidancemodule, e.g., if the reflex is strong enough, then the robot would avoid an obstacle without toggling it. (A1)Displacement signals D; (A2) predictive
force signals F ; (A3) output signals uI ; (A4) weights ρ; (B, C) trajectories. The learning rate was µ = 0.4. Weights for obstacle avoidance were tuned experimentally and
were as follows: Γ P

T ,y2
= 2, Γ P

V ,y2
= 5, Γ Q

T ,y2
= −2, Γ Q

V ,y2
= −5 and Γ P/Q

T/V ,y1
= 0. (For interpretation of the references to colour in this figure legend, the reader is referred to

the web version of this article.)

decreasing as learning proceeds. In this case, for agent P it took
longer compared to agent Q (17 and 9 trials, respectively) until
weights finally stabilized due to differences in trajectories and con-
figuration of the obstacles.

To gather statistics we changed start and end positions of the
coupled agents in every learning trial. We considered learning as
finished and successful if (1) the displacement signal was not trig-
gered and (2) the weights were not changing anymore within five
consecutive trials. We found that weights converged and learning
was successful in all 100 experiments. The influence of the learning
rate is shown in Fig. 3D where we can observe, as expected, that
higher learning rates lead to fewer learning experiences needed
to learn interacting. Results also demonstrate that depending on
the differences in trajectories and configuration of the obstacles
the number of learning experiences between agents can vary. Note
that in general too high learning rate will potentially lead to the
one-shot learning where the learnt reaction might be not optimal
for that particular case, i.e., overlearning.

4.5. Robot experiments

Finally, we performed two robot experiments (similar to the
simulations) with KUKA light-weight arms [26]. In the first exper-
iment we demonstrate the human–robot interaction, whereas in
the second experiment we let two robots interact with each other.
The results of these experiments are presented below.

4.5.1. Human–robot interaction
Here we let a human and a robot interact carrying a tray with

bottles. Hence, here we do not consider two equilibrating DMPs
(two robots), but only one. The goal is to avoid the red bar (left)
not hitting it with the tray when moving along a curved trajectory
(see Fig. 4B, T0). As in the simulations the robot has to learn to
move in the same direction by reacting to the force sensor thereby
helping the human avoiding the obstacle. Signals and resulting
trajectories are shown in Fig. 4 and are similar to the experiments
presented above. Note that here learning was applied only for the
Y -coordinate. In this case learning stopped and weights stabilized
after three learning trials (T1–T3, see the supplementary video,
Appendix B).

4.5.2. Robot–robot interaction
In the second experiment, we let two KUKA robot-arms inter-

act with each other where both robots were learning in this case.
The experimental setup is shown in Fig. 5A. Robots were coupled
by a wooden (painted in red) bar. The goal, as in the previous ex-
periments, was to avoid obstacles (a box and a bottle) without hit-
ting them when moving along a planned path. The positions of
the obstacles were fixed and the paths for obstacle avoidance was
predefined (as the planned trajectories) such that the robots were
able to avoid obstacles without touching them when being decou-
pled. As paths are initially independent of each other, this, how-
ever, leads to the situation that prior to learning obstacles will be
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A1

A2

A3

B1

B2

C2

C3

C1

D

Fig. 3. (A–C) Simulation results from interaction learning with obstacles in a 3D scenario. In panels A1–A3 signals only for agent P are shown. (A1) Displacement signals D;
(A2); predictive force signals F ; (A3) output signals uI ; (B1, B2) weights ρ; (C1–C3) trajectories. The learning rate was µ = 0.2. Weights for obstacle avoidance were tuned
experimentally and were as follows: Γ P

T ,y3
= 2, Γ P

V ,y3
= 2.5, Γ Q

T ,y2
= −2, Γ Q

V ,y2
= −2.5, Γ P

T/V ,y1/2
= 0 and Γ Q

T/V ,y1/3
= 0. (D) Statistics for the 3D simulation as shown in

panels A–C obtained from 100 experiments. In this case we changed start and end positions of the coupled agents in every trial (from a uniform distribution with interval
[−5; 5] cm for all, X , Y and Z positions), whereas the position of the obstacles was always the same. The average number of learning experiences needed to learn to interact
is plotted vs. the learning rate µ. Error bars show confidence intervals of the mean (95%).

hit, when robots are coupled. Resulting signals are shown in pan-
els C and Dwhere we show one control case (equilibration, 0–20 s)
followed by four learning trials and one post-learning trial. Note
that here we have a full 3D case. In this case for the agent Q , learn-
ing stopped and weights stabilized after three trials and for agent
P after four trials. Trajectories for planned, equilibrated and post-
learning paths are shown in panels B1 and B2 (see the supplemen-
tary video, Appendix B).

5. Discussion

In this study we presented a combination of sensory driven in-
teraction learning with dynamic movement primitives in a dual
tightly-coupled agent system. Of importance for motivating the
here-used learning mechanism is the following. Learning does not
require manual tuning of parameters for sensors in order to pro-
duce appropriate behavior, but let the system find the right param-
eters by itself. Another advantage of using learning is that learning
makes the system easily transferable to different agents/robots
with different sensor–motor embodiments. The third reasonwhich
motivates the here-used learning is that the agent can adapt their
interaction to new situations, which might occur due to environ-
mental changes or changes in agents behavior. In the following we
will compare our method to other existing approaches.

Previously, many different learning techniques, such as local/
global regression techniques [1,2,27–29]) or reinforcement learn-
ingmethods [30–34], were successfully applied to the DMP frame-
work in order to learn movement trajectory and/or goal. Different
from these approaches, we do not learn DMPweightsω, which en-
code the shape of the trajectory, but instead weight ρ of the inter-
active term uI by which the trajectory is locally influenced. It is, of
course, possible to combine ω- and ρ-learning. In addition to this,
our approach can also be applied to other trajectory-shapingmeth-
ods (like GMMs [3–5]). In this case the reactive term will have to
be added to velocity, instead of acceleration as done here.

As already mentioned above, so far sensor-driven DMPs and
GMMs have mainly been used in uncoupled systems. Different
from this in the current study we were concerned with construct-
ing sensor-driven interactive dynamic movement primitives in
order to use them for cooperative tasks. We were interested in un-
derstanding the passive (equilibration) DMP-properties of coupled
agents as well as their potential for conjoint adaptation. Conven-
tionally, there are two architectures existing for introducing cou-
pling: (1) master/slave and (2) non-master/slave [35]. In the first
case one needs in advance to explicitly define master and slave,
which is often a drawback of this architecture. The position of the
slave (force-controlled) is defined by the position of the master
(position controlled). The second architecture is a centralized ap-
proach where some reference frame is used to control both agents
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A1 A2

A3 A4

B

Fig. 4. Results fromhuman–robot interaction learning. (A) Signal development from six trials (separated by dashed lines). Trial T0 is a control case-path-persistence behavior
(no learning). (A1) Displacement signal D; (A2) predictive force signal F ; (A3) weight ρ; (A4) output signal uI . The learning rate was µ = 0.04. (B) Trajectories for control
case (T0), learning process (T1–T3) and post-learning (T4, T5). Dashed and solid lines represent planned and actual paths, respectively. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

at the same time. Such architectures usually are realized by using
position/force [35–38], impedance control or variable impedance
control with virtual stiffness [39,40]. Our approach is similar to the
impedance control, however, instead of setting/adapting stiffness
parameters, we learn (in a model-free way) the appropriate reac-
tion in order to minimize external forces between agents and help
to cooperate with each other.

Our approach creates an alternating (depending on the envi-
ronment) leader/follower architecture. Thus, we do not have to ex-
plicitly define the agents’ roles beforehand, but they obtain them
depending on their sensory information. This way the one agent
that first encounters the obstacle becomes the leader, whereas the

other agent becomes the follower and learns to help the leader.
Only in the real robot scenario presented above, we do indeed have
a predefined master/slave architecture. However, here we wanted
to show the example of the interaction learning where the robot
learns to interact and help human. So here, only one (the robot) of
the two agents was learning.

Another aspect of traditional master/slave architectures is that
there is an important constraint which must be satisfied: the
distance between the master and slave should be equal to the
length of the object. In our approach we do not need to define
this constraint. Agents act autonomously but this can also lead to
situations where the object will be lost or deformed at the start of
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B1

C1 C2 C3 C4

D1 D2 D3 D4

B2A

Fig. 5. Results from robot–robot interaction learning. (A) Experimental setup. (B) Trajectories for planned, equilibrated (before learning) and post-learning paths. Note that
here robots started and ended at the same point marked by a green dot, whereas arrows show the direction of the movement. (C1, D1) Displacement signal D; (C2, D2)
predictive force signal F ; (C3, D3) weight ρ; (C4, D4) output signal uI . The learning rate was µ = 0.001. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)

learning. The trade-off between autonomy and potential damage
cannot be resolved up front for all situations. In general, however,
a ‘‘floating’’ master/slave architecture, such as the one present
here, appears advantageous if the roles and/or the environmental
constraints are not known in advance, i.e., for truly autonomous
robots in a dynamic environment.

Also, different from the abovementioned tightly-coupled agent
interaction approaches we use learning in order to acquire coop-
erate behavior instead of pre-programming it. There is a recent
study by Gribovskaya et al. [41], which more closely relates to our
method, where adaptive impedance control is employed for the
agent interaction. Here the impedance parameters are adapted by
using an iterative algorithm based on an error function. However,
in this case robot-leader and robot-follower are again predefined
in advance (master/slave architecture).

The way we couple DMPs with sensory inputs in order to pro-
duce an on-line reaction is similar to the approaches presented
in [8,21,9,16,29,12,17]. Here, we show that such coupling can also
be applied for dual-agent systems in order to solve cooperative
tasks. Different from our approach, in [8,9,16,12] there is no learn-
ing applied and the reaction is generated by manually defined po-
tential fields with fixed parameters which makes them incapable
to adapt their behavior to new situations. [21,29,17] as in our case
use learning, however, different from our approach, learning acts
on DMP weights [21,29] and not on sensory terms as in our case.
Also, learning in those approaches is performed in several phases,
for example, first of all DMP weights are learnt to obtain basic
behavior and only afterward they are modified by sensory feed-
back [21].

As explained above, the trajectory planning and on-line modi-
fication in our case was done in a task-space taking into account
collision avoidance only for an end-effector of the manipulator.
However, due to the interaction trajectories of the end-effectors
might be altered in such a way that it will lead to link-collisions.
To prevent such situations one can augment the system by adding

potential fields on the manipulator links [42] or use an inverse-
kinematics model in which the null-space is constrained to avoid
link-collisions [43,8].

In summary, in this study we stressed the importance of com-
bining sensory information with dynamic movement primitives
and learning in a dual tightly-coupled agent system where the
behavior and cooperation of agents is purely based on low level
sensory information without any advanced planning. We believe
that the here arising attractive properties, like fast adaptation,
mutual equilibration, and cooperative interaction, can be very
helpful for designing reactive, DMP-based motor control for co-
operative tasks. It should also be easier to introduce planning
as well as other (higher) cognitive traits into such systems as
their sensory-reactions and low-level learningmakes themalready
‘‘well-behaved’’ from the beginning.
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Appendix A. Stability analysis

To investigate how the coupled agents converge toward the goal
we look at the fixed points of the dynamical system in Eqs. (10) and
(11).We set fi,j[t] = 0 and ri,j[t] = gi,j becausewe are interested in
the behavior as t → ∞. Then without loss of generality we choose
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coordinates such that g1,1 = g1,2 = gx, g3,1 = g3,2 = gz and
g2,1 = a/2 = −g2,2, for some constant a ≥ 0. In other words, we
align the y-axis with the spring in the goal position. Note that all
parameters (i.e., α, β,m, k, d, a) are assumed positive.

For convenience we use center of mass coordinates in this sec-
tion. Let y⃗j = (y1,j, y2,j, y3,j)T , z⃗j = (z1,j, z2,j, z3,j)T . Then the trans-
formation of the new coordinates is given by

y⃗1 = R⃗ + r⃗,
y⃗2 = R⃗ − r⃗,
z⃗1 = V⃗ + v⃗,

z⃗2 = V⃗ − v⃗.

(A.1)

Here R⃗ = (Rx, Ry, Rz)
T and V⃗ = (Vx, Vy, Vz)

T are the center of mass
positions and their velocities respectively, r⃗ = (rx, ry, rz)T the rela-
tive coordinates, v⃗ = (vx, vy, vz)

T their respective velocities. Stan-
dard linear stability analysis [44] of the transformed dynamical
system reveals that depending on parameters, there is either only
one stable fixed point or additionally an unstable one. In any case
they share all coordinates besides ry, these are as expected:

R⃗∗
= (gx, 0, gz)T , V⃗ ∗

= (0, 0, 0)T

v⃗∗
= (0, 0, 0)T , r⃗∗

= (0, r∗

y , 0)
T .

(A.2)

One fixed point (FP1) always exists and is stable throughout the
parameter range.

FP1 : r∗

y =
amαβ + 2dk
2mαβ + 4k

. (A.3)

This corresponds to both agents being as close to the goal posi-
tion as the spring allows, e.g., let d = a then r∗

y = a/2 = g2,1
such that each agent’s position coincides with its goal position. If
amαβ < 2dk there is another, unstable, fixed point (FP2) at

FP2 : r∗

y =
amαβ − 2dk
2mαβ + 4k

. (A.4)

This corresponds to the situation where the agents switch around
(r∗

y < 0) and block each other from reaching the goal by compress-
ing the spring in between them. The fixed point FP2 disappears
when the pull toward the goal position is stronger than the spring
can compensate (amαβ > 2dk).

In order to analyze the asymptotic dynamics toward FP1 we
look at the linearization of the dynamical system at FP1. The lin-
earized twelve dimensional first order system can be rewritten as
six second order equations of Rx, Ry, Rz, rx, ry, rz . Each equation is
that of a free damped harmonic oscillator. The equations are

¨⃗R = −αβR⃗ − α
˙⃗R,

r̈x = −
aαβ(mαβ + 2k)
amαβ + 2dk

rx − αṙx,

r̈y = −
mαβ + 2k

m
ry − αṙy,

r̈z = −
aαβ(mαβ + 2k)
amαβ + 2dk

rz − αṙz .

(A.5)

From here one can follow any text book on mechanics (e.g. [45])
to derive the DMP parameter that leads to critical damping βc for
each coordinate. For Rx, Ry and Rz we find βR

c = α/4 which corre-
sponds to the standard value of β for uncoupled DMPs. For ry we
find βy

c = (mα2
− 8k)/(4mα) which is smaller than βR

c if k > 0.
For rx and rz the expression is quite complicated

βx,z
c = βy

c +
1
8


am2α4 − 16akmα2 + 32dkmα2 + 64ak2

am2α2

and always larger thanβy
c . Note that for a = d, we obtainβx,z

c = βR
c .

The goal in choosing β is that no oscillations occur, which means
that if we cannot damp all coordinates critically, we prefer to over-
damp them. In all cases above overdamping is achieved if β < βc ;

therefore, the smallest βc , i.e., β
y
c should be chosen for the coupled

system. Because we need β > 0 for a converging DMP, we must
require α >

√
8k/m in this case.

Appendix B. Supplementary data

Supplementary material related to this article can be found
online at http://dx.doi.org/10.1016/j.robot.2013.07.009.
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Abstract— Providing autonomous humanoid robots with the
abilities to react in an adaptive and intelligent manner involves
low level control and sensing as well as high level reasoning.
However, the integration of both levels still remains challenging
due to the representational gap between the continuous state
space on the sensorimotor level and the discrete symbolic
entities used in high level reasoning. In this work, we approach
the problem of learning a representation of the space which
is applicable on both levels. This representation is grounded
on the sensorimotor level by means of exploration and on the
language level by making use of common sense knowledge. We
demonstrate how spatial knowledge can be extracted from these
two sources of experience. Combining the resulting knowledge
in a systematic way yields a solution to the grounding problem
which has the potential to substantially decrease the learning
effort.

I. INTRODUCTION AND RELATED WORK

Establishing robotic systems that offer a level of autonomy
suitable for real world applications requires bringing together
expertise and approaches from a variety of different research
fields. One of the most challenging problems therewith
consists in integrating high level artificial intelligence (AI)
with low level robot control.

The main challenge arises form the representational dis-
continuity between the continuous state spaces of robot
control and the discrete symbolic representation used in most
AI approaches. In order to fill-in this representational gap,
the concept of object-action complexes (OACs) has been
proposed as representation for all levels of the processing
hierarchy ([1]). The OAC follows the affordance concept
and tightly couples perception and action within a single
representation. Applications of the OAC concept on several
levels of the hierarchy including high level planning have
been demonstrated ([2], [3]).

Bridging the gap between low level and high level pro-
cessing requires defining a path from the continuous world
to the symbolic representation and vice versa. While the OAC
formalization takes into account the major processes within
a cognitive architecture such as learning, predicting, and
execution, the underlying structure in terms of appropriate
state spaces needs to be defined in a problem specific way.

In this work, we focus on deriving representations of the
spatial domain enabling the connection of high level planning
with the sensori-motor level in humanoid robots. The need

of such a representation can be visualized by considering
the following action defined within a PDDL [4] domain
specification:

(:action putdown
:parameters ( ?x ?y ?z )
:precondition (and (inHand ?x ?z)

(hand ?z)
(location ?y)
(graspable ?x))

:effect (and (handEmpty ?z )
(at ?x ?y)
(not(inHand ?x ?z))))

The action putdown describes the process of putting
an object ?x held in the hand ?z to a location ?y. Two
properties of this action render it a good example for the
proposed work: First, the putdown action is required in
several assistance tasks such as setting the table or stowing
away. Second, the action has a direct reference to the spatial
domain by means of the location ?y. The spatial parameter
?y appears in the binary predicate at ?x ?y which is
necessary to describe the effect on the world state.

The goal now consists in establishing a representation for
the parameter ?y which is valid on the semantic as well
as on the sensori-motor level. On the bottom-up path, this
representations needs to support the observation of the world
change triggered by the action in terms of the predicate
at ?x ?y. On the top-down path, the execution of the
action needs to be parameterized with the appropriate spatial
location from the continuous domain in order to achieve this
world change.

The simultaneous task and motion planning (STAMP) field
tackles the problem of combining task planning and metric
level. The goal consists in combining task and collision-free
motion planning in a consistent fashion ([5],[6],[7],[8]). In
contrast to STAMP, where full knowledge of the metrics and
geometry as well as full knowledge of the task planning
domain is assumed, our research focus lies on exploiting
experience to improve the learning process of such repre-
sentations.

Semantic information in spatial representations has been
exploited in semantic maps of the environment in the nav-
igation and mapping field [9]. Such semantic maps usually
describe topological relations between semantic places in



the environment. Either these places are directly perceivable
using appropriate models or detectors (e.g. [10]) or inferred
using a known model of the binding from semantics to
detectable places ([11], [12], [13], [14]).

In contrast to these approaches, the idea of exploiting
experience in order to learn these semantic bindings of
places stands at the core of our approach. Without the use
of detectors for places, we make use of available common
sense knowledge in order to establish the binding between
semantics and the explored metrical representation. The
extracted common sense knowledge is transferable from one
environment to another and thus provides a consistent bind-
ing to the symbolic world. This transferability is essential
for establishing task planning across large domains.

II. THE SYSTEM CONCEPT
A. Conceptual assumptions

The focus of this work lies in the acquisition of grounded
spatial representations from experience. Obviously this spa-
tial knowledge is only a small fraction of the overall knowl-
edge required to operate the system in an autonomous way.
In order to clearly outline our approach, we assume prior
knowledge to be present in several forms on the system.
The prior knowledge assumed in this work includes
• Object knowledge: We assume extensive prior knowl-

edge on objects in the world. This knowledge includes
object models for recognition and localization as well
as the associated class labels. More precisely, we know
the models and class labels for common manipulable
kitchen objects such as cups, plates, milk, or juice
available from the KIT object model database [15].

• Action knowledge: We assume that the robotic platform
is able to perform basic actions. We explicitly make use
of the grasp and putdown actions during the exploration
phase. Further, locomotion abilities are necessary in
order to allow learning of larger scale spatial domains.

In order to apply the gathered knowledge in task planning,
it is necessary to have full knowledge of the planning
domain. In order to execute the plan, a sensori-motor repre-
sentation of all involved actions and all predicates needs to be
available. All non-locational constants, such as class labels
of objects, need to be grounded on the sensori-motor level.
The rules in terms of pre- and postconditions of actions have
to be known, but can also be learned by exploration [16]. The
missing piece, the combined sensori-motor representation of
locations and the associated symbolic constant is learned by
our approach.

B. System architecture

While addressing a quite specific problem of symbol
grounding for task planning in this work, we do not consider
this problem isolated but within the context of a systematic
way of coupling high level task planning with the sensori-
motor level on humanoid robots. For this purpose, we de-
veloped and implemented an architecture that couples these
levels. Relevant components within this architecture are il-
lustrated in Fig. 1, where the focus lies on how sensori-motor
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Fig. 1: The integration between the task planning level and
the sensori-motor level is established by the central executive
agent (CEA). For each plan element the CEA instantiates
the appropriate OAC and associated predicates and entities.
Entities correspond to constants on the planning level. The
goal of this work consists in learning an entity of type
location from experience.

representations are made available for planned task execution
and plan monitoring. The major involved components are
the task planner, the central executive agent (CEA) and the
memory system. In our current implementation we make use
of the PKS planner for STRIPS like task planning with the
support of plan monitoring ([17], [18]). The CEA is the
mediator between planning level and memory system. Its
purpose is bidirectional: Bottom-up it translates the content
of the working memory (WM) to a world state in PDDL
format in order to enable planning and plan monitoring.
Top-down the CEA translates plans from the PDDL domain
to OAC representations. In a sequential manner it instanti-
ates OACs from the long-term memory (LTM) in the WM
according to the active plan element. Further, in order to
allow state monitoring, it creates instances of required WM
elements associated with the OAC. Such elements include
unary, binary, or n-nary predicates as required for the PDDL
world state description and entities which correspond to
constants on the planning level such as objects and locations.
The underlying execution and perception mechanisms take
care of keeping these constants and predicates consistent with
the real world.

Taking into account this architecture the goal now consists
in learning the representation of an entity class for locations
which can be used as constant of type location ?y and
can be used with the predicate at ?x ?y. While the class
stored in LTM should be valid for different tasks and objects,
the instantiation of this entity in the WM is specific for the
current task and object.



III. ACQUIRING SPATIAL KNOWLEDGE FROM
EXPERIENCE

The acquisition of spatial knowledge from experience
has several advantages over resorting to manually generated
spatial representations. The most important benefit lies in the
improvement of the system’s autonomy by establishing the
required processes for acquiring such representations on the
robot.

In this work, we exploit two different sources of ex-
perience: experience gathered through exploration on the
robot system and experience available in common sense
knowledge. The exploration on the robot yields embodied
sensory-level representations that already encode the con-
straints of the platform such as the visibility of objects.
Spatial information from common sense knowledge on the
other hand is extracted from large text corpora and thus
provides knowledge on the symbolic level. In the following,
we introduce approaches that make available both sources of
knowledge for the acquisition of spatial knowledge. We will
show how to combine the gathered knowledge in order to
acquire grounded spatial symbols in Section IV.

A. Spatial knowledge from exploration

The goal of the exploration consists in incrementally
learning a spatial model of the environment with respect
to the set of known objects. More precisely, the developed
approach allows inferring common object locations based
on object detection and localization results from multiple
episodes. In order to keep the exploration effort low, we
employ self-observation of the robot. While the robot is
controlled through human interaction in our kitchen scenario,
it records all encountered and manipulated objects with
location, label, and current task.

1) Metric spatial representation: In order to represent the
encountered objects, we employ probabilistic and continuous
space representations, which are similar to those proposed by
Stulp et el. in their concept of ARPlace [19]. More precisely,
the object positions are described by a probability density
function (PDF) in 3D space. This approach allows avoiding
a prior space discretization, while simultaneously providing
a natural way to incorporate object localization uncertainty.
To represent the learned object position PDF, we use the
Gaussian Mixture Model (GMM):

f(~x) =

N∑
i=1

wiN (~x; ~µi, ~Σi), ∀wi > 0 (1)

The GMM has an important property of being a universal
PDF approximator [20], which means that it can approximate
any given distribution with an arbitrary precision. From a
practical point-of-view, GMM is of particular interest be-
cause of its ability to cope with multi-modality and moderate
storage requirements.

2) Learning common locations: Each time an object is en-
countered in the world, the spatial representation is updated.
Initially, we start with an empty GMM η. The observed
object position is modeled as a Gaussian N (~x; ~µo,Σo)

(a) M = 150 (b) M = 400

Fig. 2: Different clusterings of the same position distribution
achieved by setting (a) low and (b) high value of the
deviation threshold M.

encoding the localization uncertainty in 3D Cartesian space
[21]. This Gaussian is added as a new component with a
constant weight (e.g., 1) to the GMM: η ← η ∪ (1, ~µo,Σo).
At the same time, the following three operations are applied
to the existing components:
• Aging Since older observations are assumed to be less

relevant than the recent ones, the weights of correspond-
ing GMM components are reduced by multiplying with
the discount coefficient γ ∈ [0, 1]:

∀i wi ← γ · wi (2)

• Pruning Components with weights below the threshold
Wprune are removed from the mixture:

∀i : wi < Wprune η ← η \ (wi, ~µi,Σi) (3)

• Merging two components which are considered “sim-
ilar” in terms of distance d are replaced with their
moment-preserving merge:

d(i, j) < Dmin : η ← η \ (wi, ~µi,Σi), (wj , ~µj ,Σj)

η ← η ∪ (wm, ~µm,Σm) (4)

The calculation of (wm, ~µm,Σm) is performed accord-
ing to [22].

The resulting representation encodes the spatial distribution
of common object locations. The aging factor accounts for
changes in the scene, while pruning and merging keep the
representation compact. An example for common locations
on the table is illustrated in Fig. 2.

3) Querying: To make spatial knowledge accessible, it
should be provided at a suitable abstraction level for the task
at hand. For this purpose, we implemented a query interface
which allows for two types of generalization:
• Spatial generalization Spatial generalization allows

combining several neighbored observation to a single
cluster. For this purpose, three established GMM reduc-
tion algorithms were implemented (West [23], Runnalls
[24], Williams [22]). The level of generalization can
be adjusted by specifying the stop condition of the
GMM reduction. The stop condition is either defined
by a target number of clusters or by the maximum



Fig. 3: Common places learned from four ARMAR-III
kitchen demonstrations after spatial generalization.

deviation M within a cluster. An example of the spatial
generalization is illustrated in Fig. 2.

• Ontological generalization In addition to positions of
objects (e. g. Cup), places for abstract classes (e.g.
Food) can be queried as well. This is achieved by using
a simple class ontology with parent-child relations.

4) Common places in the kitchen domain: The learning
algorithm and clustering approach described above were
applied on object locations collected during the demonstra-
tions of the humanoid robot ARMAR-III ([25], [26]) in the
kitchen. In the scenario, the robot localized and manipulated
objects in the fridge and on the table. Figure 3 illustrates a
spatial generalization query on the representation resulting
from four ARMAR-III demonstrations.

B. Spatial relations from human knowledge

Besides learning from the robot’s own experience, we
would like to gain information on spatial relations from
human knowledge. Human knowledge could tell the robot
that milk is usually kept in refrigerators. Hence, there is a
certain probability that a spatial cluster containing positions
of milk is a refrigerator.

In this section we propose a method to infer a set of likely
locations for a given object. In order to reduce the amount
of prior knowledge in our system, we do not use common
sense databases like Open Mind Common Sense [27] that
were explicitly created with artificial intelligence in mind,
but prefer to extract the relevant relations from text sources
written by humans for humans [?].

1) Extracting spatial relations from text: Spatial relations
are linguistically expressed using spatial prepositions:
• The milk is in the refrigerator
• Take a knife from the drawer.

In this work, we propose to determine the conditional prob-
ability of a location given an object based on the number
of matching prepositional relations in a text corpus. We are
aiming for prepositions like in and on, but do not predefine
a set of valid prepositions.

Fig. 4: A syntactic ngram containing two content-words and
a preposition. The words are equipped with a part-of-speech
tag and a dependency label1.

Let Nobj be the frequency of occurrence of obj in prepo-
sitional contexts and let Nobj,loc be the number of those
prepositional contexts where obj and loc occurr together. The
conditional probability P (loc|obj) can then be approximated
as follows:

P (loc|obj) =
P (obj, loc)

P (obj)
≈ Nobj,loc

Nobj
(5)

Working on the whole vocabulary of the corpus makes the
values of the conditional probability difficult to compare.
As we know the set L of possible locations in the kitchen
from the planning domain specification, we can formulate
the restricted conditional probability:

PL(loc|obj) =
PL(obj, loc)

PL(obj)
≈ Nobj,loc∑

l∈LNobj,l
(6)

These formulas imply the assumption that a text corpus is
a suitable foundation for estimating P (loc|obj). See section
III-B.4 for a discussion.

2) The Text Corpus: In this paper we propose to extract
spatial relations from the Google Books Ngrams Corpus [28],
in the following referred to as the Google Corpus. This
corpus contains a representation of 3.5 million English books
with a total size of about 345 billion words. It does not
contain the raw text. Several preprocessing steps have been
applied to the sentences:

1) Parsing into dependency trees
2) Extracting syntactic ngrams, i.e. n content-words long

subpaths of the dependency trees (see Fig. 4)
3) Counting the frequency of occurrence of each syntactic

ngram
We are using the corpus in its arcs-variant, which only
includes syntactic ngrams with two content-words plus pos-
sible non-content-words like prepositions or conjunctions.
Overall, the preprocessing makes the Google Corpus con-
venient for conducting analysis on the frequency of gram-
matical structures.

In the Google Corpus, each syntactic ngram is stored in a
distinct line. The information that is relevant in this paper is
the ngram itself and its frequency of occurrence. The entry
for the exemplary ngram in Fig. 4 looks as follows:

milk/NN/dobj/0 in/IN/prep/1 refrigerator/NN/pobj/2 160

The syntactic ngram’s path consists of three nodes, each
containing the following relevant fields:

1NN - noun, IN - preposition
dobj - direct object, prep - preposition, pobj - prepositional object



TABLE I: Restricted conditional probability PL(loc|obj). Darker colors indicate higher probabilities, omitted probabilities
are zero.

cellar counter cupboard dishwasher drawer freezer microwave oven refrigerator/fridge shelf table
beer 0.0763 0.0518 0.0095 0.6045 0.2579
bread 0.0033 0.0235 0.0515 0.0017 0.0065 0.2566 0.0046 0.0181 0.6343
cereal 0.4045 0.1685 0.4270
coffee 0.0076 0.1458 0.0108 0.0120 0.0089 0.0203 0.7945
cup 0.0728 0.0337 0.0029 0.0066 0.0025 0.0172 0.0278 0.0059 0.0405 0.7901
dough 0.1293 0.0376 0.2674 0.3834 0.1823
juice 0.0190 0.0306 0.0146 0.0146 0.0889 0.6064 0.2259
knife 0.0723 0.2752 0.0089 0.0036 0.0197 0.6203
meat 0.0194 0.0180 0.0143 0.0680 0.0132 0.1180 0.1309 0.0028 0.6154
milk 0.0275 0.0299 0.0141 0.0255 0.0319 0.1054 0.3832 0.0238 0.3586
pot 0.0103 0.1154 0.0291 0.1195 0.0139 0.0734 0.6385
wine 0.4128 0.0061 0.0144 0.0112 0.0387 0.0050 0.5119

• The word that the node represents in the original sen-
tence (e.g. milk).

• The Penn-Treebank part-of-speach tag [29] for this word
(e.g. NN).

• The basic Stanford-dependencies label [30] for the
node’s grammatical function (e.g. dobj).

The final number is the frequency of occurrence of the
syntactic ngram. This exemplary ngram occurred 160 times
in the Google Corpus.

3) Extracting Relations from the Corpus: We are inter-
ested in extracting prepositional relations between objects
and locations. Referring to the above exemplary line from
the Google Corpus, we are looking for lines that match the
following pattern:2

[object]/NN/•/• •/•/prep/• [location]/NN/•/•. (7)

After searching and accumulating prepositional contexts with
regard to pattern (7), the probability of a location given an
object can be approximated using (6).

4) Evaluation: Table I shows the restricted conditional
probabilities PL(loc|obj) as defined in (6) of a set of objects
(y-axis) given a predefined set of possible locations (x-axis).
The table shows that the proposed method of extracting
prepositional contexts from a text corpus is able to infer
reasonable values for PL(loc|obj). Exemplary conclusions
that can be drawn from the results include:
• Refrigerators are a likely location for beer, juice and

milk.
• Cups and coffee may be found on tables.
• Apart from the oven, bread could be on a table or in a

cupboard.

IV. GROUNDED SPATIAL SYMBOLS

In this section we will outline how symbols for locations
can be obtained which are grounded in language as well
as in the continuous domain. For this purpose, the two
sources of experience introduced in the previous section,
exploration and common sense knowledge, are combined.
In the following we will show how the predicate at ?x
fridge can be inferred from experience. Since we assumed
to have a representation of all involved objects on the sensory

2“•” denotes a wildcard
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Fig. 5: The proposed approach for acquiring grounded
spatial symbols combines two sources of experience: Self-
observation of the robot during the execution of kitchen tasks
yields grounded representations of support locations. These
support locations are associated with semantic symbols by
exploiting common sense knowledge.

as well as on the symbolic level, we know all enumerations
of the parameters ?x and the associated object models. The
problem of evaluating the above predicate then boils down to
inferring a grounded representation of the location constant
fridge. Note that the constant fridge does not refer to
an object but to the support locations offered by the fridge in
terms of the at predicate as defined in our PDDL definition
of the putdown action in section I.

The greedy acquisition of a representation of the fridge
locational constant grounded in the spatial domain would
require providing a large set of spatial locations correspond-
ing to the fridge together with the symbolic tag. Collecting
this data on the robot either requires the involvement of
a teacher, or the evaluation of the symbolic binding via
higher level inference (e.g. by exploiting knowledge such as
temperature in the fridge) in order to assert the validity of the
symbolic tag. Such grounding processes are slow and costly
in terms of resources. By exploiting experience, a good prior
for such constants can be achieved, substantially decreasing
the grounding effort.

The complete chain of acquiring a grounded representation
of fridge from experience is illustrated in Fig. 5. The
only prior knowledge at the start of the process consists in a
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Fig. 6: Simulation of the exploration phase with the following
objects: beer, bread, coffee, cup, dough, juice, milk, pot.
The pickup and putdown poses were chosen at random in
the fridge and on the table.

common reference frame for spatial locations that defines the
space of all possible locations. Through self-observation and
by applying common sense knowledge, we calculate a prior
for fridge support locations. The final grounding step again
involves means of ascertaining the gained representation
similar to the greedy approach but with a prior that eases the
grounding process. In the following, the single steps towards
this prior are discussed in detail.

A. Exploration of grounded support locations

The first step in our approach consists in determin-
ing grounded support locations in the environment by ex-
ploration. This exploration is realized by means of self-
observation as introduced in Section III-A. The resulting
locations collected during the execution of tasks on the robot
are stored using the proposed metric spatial representation.
Thereby, each experienced location is accompanied with
the label of the occupying object and the action that has
been executed on the object. In order to extract support
locations from this data, only these locations are considered
which correspond to the actions pickup or putdown. Since
the support locations are collected during self-observation,
the resulting representation naturally includes reachability
constraints of the experimental platform. With this represen-
tation, we acquired a grounded concept of support locations
for the covered objects ?x denoted with at ?x * in Fig.
5. An example of such a representation based on simulated
data is illustrated in Fig. 6.

B. Common sense knowledge for symbol binding

In the second step of our approach, we employ common
sense knowledge in order to establish a symbolic binding for
support locations within the representation explored in the
previous step. In our example, the goal consists in inferring
a good prior for at ?x fridge based on the explored
at ?x *. The major challenge here consists in establishing
a representation of the location constant fridge that is
grounded in the sensory as well as in the language domain.
Here we exploit that spatial relations between objects and

locations are part of human common sense knowledge and
are accessible on the linguistic level in terms of prepositional
structures as detailed in Section III-B. For each location
stored in the representation from step one we can conclude
the probability of belonging to a fridge location by accessing
the associated object class label and querying the common
sense knowledge encoded in Table I. By assuming that
locational symbols stay constant in the local neighborhood
(e.g. neighbored locations of a fridge location are also likely
to be fridge locations), evidence for the symbol can be
propagated from location to location. This can be efficiently
implemented by making use of the spatial generalization
query introduced in Section III-A.3. For each resulting soft
cluster, the associated likelihood of belonging to the location
fridge is collected over all object locations belonging to
the cluster by means of a linear opinion pool. Figure 7
illustrates the result of this process for the simulated data
from Fig. 6. Using an appropriate deviation threshold for
spatial generalization yields two clusters: one in the fridge
and one on the table. The probability of the fridge cluster be-
longing to the constant fridge is calculated with the above
procedure and amounts to P (Fridge|O1) = 0.53. The same
approach for the table cluster yields P (Fridge|O2) = 0.15.
The application of common sense knowledge in this way
allows exploiting negative examples. For instance, clusters
that contain a high frequency of cups are not likely to be
located in the fridge according to Table I.

Associating the explored objects with location symbols by
exploiting common sense knowledge yields the representa-
tion we were seeking: a representation of the locational con-
stant fridge which is grounded within the metric spatial
representation. This representation can be used to establish
the world state in terms of the predicate at ?x fridge.
For objects ?x that lie in the fridge cluster this predicate
is valid. Further, the explored locations associated with the
cluster can be used to parameterize the action putdown ?x
fridge ?z. This process of course involves thresholding
the probability values in Fig. 7 which might not be trivial
in all cases. Nevertheless, we achieved a good prior for the
symbolic binding which allows quite efficient disambiguation
in further grounding processes.

V. DISCUSSION
A. Contributions

In this work we presented an approach for learning a
representation of space applicable on the task planning as
well as on the sensori-motor level. In order to establish
a symbolic link to the continuous world, we exploited
two sources of experience: experience from exploration and
experience from common sense knowledge.

While this work developed the approach in a quite exem-
plary manner, based on the fridge example, the general
concept is applicable to most typical places in human made
environments. The common sense knowledge provides trans-
ferable concepts for places. Considering the table location
in Table I implies that the table is a quite versatile support
surface. Based on this knowledge we would assign the



P(Fridge|O1)=0.53 P(Fridge|O2)=0.15

Fig. 7: Result of spatial generalization with deviation thresh-
old M = 400. The cluster in the fridge O1 has a much
higher probability of being the fridge as the cluster O2 on the
table. This result is achieved only based on the observation
of objects and the extraction of prepositional contexts.

TABLE II: Most frequent prepositions for locations

first second
cellar in - 69% from - 27%
counter on - 81% at - 9%
cupboard in - 71% from - 29%
dishwasher in - 100%
drawer in - 86% from - 14%
freezer in - 96% from - 4%
microwave in - 100%
oven in - 81% from - 9%
refrigerator/fridge in - 80% from - 20%
shelf on - 95% from - 5%
table on - 73% at - 9%

symbol table to places which are used to support numerous
different objects, independent of the current domain.

The application of common sense knowledge was demon-
strated on simulated data in order to show the feasibility
of the approach. The same could be done on the real data
collected through exploration. However, the real kitchen
data only covered the object juice in the fridge, which
would result in a quite simple query to the common sense
knowledge (e.g. P (Fridge|O1) = 0.6). Further, not all
objects on the table had a significant amount of occurrences
in the corpus. This stems from the fact, that often classes are
used in language instead of single instances of the object (e.g.
cereal vs. vitalis cereal). This problem could be addressed
by means of the ontological generalization as explained in
Section III-A.

B. Outlook

So far, we used the predicate at in order to express that
an object is at a specific location. However, this preposition
is not quite common and would probably not be applied
in order to describe a location in the fridge. Rather, we
would use prepositions which also encode the function of the
location such as in, on, or from. In the proposed approach
we used all prepositions to query for locations in order to get
a significant amount of occurrences of a location independent
of its function. In task planning however, there can be a huge

difference between putting something on a place or in a place
(e.g. open the door before putting in). This problem can be
addressed by making use of the corpus again. As can be
seen in Table II the query yields the correct prepositions for
fridge and table and thus also allow to infer this functional
aspect from common sense knowledge.
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“Object-action complexes: Grounded abstractions of sensorimotor
processes,” Robotics and Autonomous Systems, vol. 59, pp. 740–757,
2011.

[2] C. Geib, K. Mourao, R. Petrick, N. Pugeault, M. Steedman,
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Abstract— A major strength of humanoid robotics platforms
consists in their potential to perform a wide range of ma-
nipulation tasks in human-centered environments thanks to
their anthropomorphic design. Further, they offer active head-
eye systems which allow to extend the observable workspace
by employing active gaze control. In this work, we address
the question where to look during manipulation tasks while
exploiting these two key capabilities of humanoid robots.

We present a solution to the gaze selection problem, which
takes into account constraints derived from manipulation tasks.
Thereby, three different subproblems are addressed: the repre-
sentation of the acquired visual input, the calculation of saliency
based on this representation, and the selection of the most
suitable gaze direction. As representation of the visual input,
a probabilistic environmental model is discussed, which allows
to take into account the dynamic nature of manipulation tasks.
At the core of the gaze selection mechanism, a novel saliency
measure is proposed that includes accuracy requirements from
the manipulation task in the saliency calculation. Finally, an
iterative procedure based on spherical graphs is developed in
order to decide for the best gaze direction. The feasibility of the
approach is experimentally evaluated in the context of bimanual
manipulation tasks on the humanoid robot ARMAR-III.

I. INTRODUCTION
The anthropomorphic design of humanoid robots makes

these platforms most suitable for manipulation tasks in
human-centered environments and facilitates human-robot
interaction. The integration of active head-eye systems in
such platforms is a direct consequence of the anthropomor-
phic design. While the application of head and eye move-
ments to fixate, to saccade, or to perform smooth pursuit
plays an important role in interaction, there is also a technical
benefit in using active systems. In contrast to passive camera
systems where an increase in the field-of-view leads to a
loss in the resolution of details, the application of active
systems allows to increase the observable area while keeping
the details. During manipulation this behavior is desirable,
especially if the task involves multiple objects which are
spatially distributed. Fig. 1 illustrates such a setup, where
the goal of a bimanual manipulation task is pouring of juice
into a glass. By fixating the objects sequentially using active
gaze control, almost the full camera resolution is available
to perform reliable object recognition and pose estimation.

The classical approach to solving complex manipulation
tasks involves the sense-plan-act scheme. Thereby, entities of
the world are visually captured in an internal representation
which is then used as basis for action sequencing and motion
planning followed by the execution of the resulting trajec-
tories. On humanoid robots such an approach bears several

Fig. 1. ARMAR-IIIa [1] performing bimanual visual servoing in order to
pour juice into a cup. During this task, both target objects as well as the
hands of the robot need to be observed by the visual system. Due to the
large workspace, the selection of appropriate gaze directions is required in
order to cover all task relevant objects and thus allow successful execution
of the task.

problems that render its applicability in real world scenarios
difficult. First, the complexity of humanoid platforms leads
to divergence between the kinematic and dynamic model and
the real execution. Thus, the planned trajectories are usually
not executed with the required accuracy. Second, the internal
representation of the scene is also affected by inaccuracies.
These stem on the one hand from noisy measurements of
the perception and on the other hand from unpredictable
behavior in unconstrained environments. Consequently, in
order to achieve robust execution of manipulation tasks,
a continuous adaptation of the internal representations is
favorable over a sense-plan-act approach.

In order to take into account the inaccuracies of perception
and execution, a common approach consists in formulating
the processes involved in the overall task in a probabilistic
fashion [2]. The derivation of an internal representation then
becomes a probabilistic inference problem where appropriate
models for uncertainty in the perception and execution pro-
cesses need to be provided. In our approach, the environment
is represented using a spatial environmental model of all
entities involved in the manipulation task. Each entity corre-
sponds to an object in the real world, i.e. cups, juice boxes,
or hands of the robot, and is accompanied with uncertainties



about its current state. Appropriate observation models for
the visual perception are introduced and applied in a data
fusion scheme thus reducing the amount of uncertainty over
time. Further, the motion of all objects is predicted in order
to account for the dynamic nature of manipulation tasks. This
is essential since e.g. the arms of the robot move during most
manipulation tasks.

During a manipulation task, the different world entities
compete for being fixated by the active camera system. Each
fixation of an entity allows a more accurate representation
of its state within the environmental model by fusing the
new observation with the past sensor data. Depending on
the manipulation task the requirements on the accuracy of
the environmental model might differ significantly. While
e.g. transportation tasks usually do not require a precise
estimation of the object’s position, other tasks such as
grasping will fail if the estimated poses of the object and
the robot hand are not accurate enough. Consequently, we
propose to include these accuracy requirements in the gaze
selection mechanism by fixating objects accordingly. In order
to include this task specific guidance in the gaze selection
strategy, we introduce the task acuity in the calculation of
saliencies. By implementing a gaze selection mechanism on
top of the task acuity, the active perceptual process can
be configured in order to guarantee a specific accuracy for
each element in the environmental model as suitable for the
manipulation task.

This paper is organized as follows: In the next section,
related work is discussed and the novel aspects of the
proposed work in the paper are highlighted. Subsequently,
in Section III, the proposed gaze selection mechanism is
introduced including the environmental model, the saliency
measure based on the task acuity and the decision for the
most feasible gaze direction. The proposed mechanism is
then put into the context of a bimanual manipulation task,
and appropriate motion models are defined in Section IV.
The achieved results are discussed in Section V, before
the contribution of the proposed work is summarized in
Section VI.

II. RELATED WORK

In the context of human visual processing, the problem
of gaze selection is often referred to as overt visual atten-
tion. The most prominent computational model for visual
attention has been proposed by Itti et al. ([3]) followed by
several extensions (e.g. [4]) and implementations on robotic
platforms (e.g. [5]). An extensive review of such approaches
can be found in [6]. In contrast to this line of research, where
the goal consists in mimicking the human visual attention
processes, our work focuses on establishing a technically
motivated approach which allows to support manipulation in
a real world environment while making use of active camera
systems.

Another line of research deals with active visual search,
where the goal consists in detecting and recognizing objects
in the extended observable area. Thereby, models for search
targets are usually made available as cue for the search task

([7], [8]). Recently, active visual search has been extended
by means of integrating a spatial memory that allows to fuse
visual information over several gaze directions ([9], [10]).
Further, in [11], the active visual search task is extended to
a treasure hunting task involving not only gaze selection but
also locomotion of the robot in order to detect the object. It
has been shown that such systems already can be applied in
manipulation tasks ([12]). Nevertheless, constraints arising
from manipulation tasks are not taken into account. This
applies to the requirement of a dynamic environmental model
as well as to the inclusion of accuracy requirements in the
saliency measure as proposed in our approach.

The competition for the limited resources of the visual
perception system of humanoid robots stands at the core
of several gaze selection approaches in the context of hu-
manoid locomotion. During locomotion, usually at least two
different perceptual tasks compete: the self-localization of
the robot and the obstacle avoidance. In [13], a gaze selection
mechanism is proposed which minimizes the self-localization
uncertainty as well as the obstacle avoidance uncertainty. In
[14], the authors approach the gaze selection problem in a
RoboCup scenario, where self-localization, obstacle avoid-
ance, and ball detection compete for the limited resources.
Thereby, the environmental model allows for dynamic en-
tities using occupancy grid mapping techniques. The gaze
selection mechanism aims to reduce the uncertainty within
the grid based representation. For this purpose, a saliency
measure is proposed based on the Shannon entropy. Being
tailored for locomotion, these approaches do not propose any
mechanism to include constraints from manipulation tasks in
the gaze selection.

Another possibility of calculating gaze sequences for a
manipulation task consists in using the knowledge from a
motion planning step. In [15], the knowledge from planning
is used to determine the position of objects in the scene and
thus adapt the gaze accordingly. In [16], the gaze direction is
planned together with the robot motion under consideration
of visibility constraints.

In contrast to these approaches and as motivated in the in-
troduction, we seek to establish a gaze selection mechanism
which can handle inaccurate or incomplete world knowledge.
Thus, we propose an online approach to gaze selection in
contrast to the offline calculation of gaze sequences based
on the a-priori model during motion planning. Therefore,
we establish an environmental model which is updated
online and can handle dynamic world entities. This update
is formulated as probabilistic inference process. Similar to
[13] and [14], the goal of redirecting the gaze is then the
reduction of uncertainty in this model. The main contribution
of this work consists in the generation of a task specific gaze
sequence by introducing the task acuity as saliency measure.
The task acuity allows to configure the required accuracy for
entities in the environmental model. Based on this saliency
measure, an approach for selecting the optimal gaze direction
during manipulation is introduced.
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Fig. 2. The proposed approach generates gaze sequences in a perception-
action loop. The processing chain includes fusion in the environmental
model, calculation of the saliency under consideration of task constraints,
and selection of the best gaze direction.

III. GAZE SELECTION DURING MANIPULATION TASKS

The proposed gaze selection mechanism adapts the gaze
of the active camera system online in a perception-action
loop. The processing steps are illustrated in Fig. 2. First,
the processed camera views are fused in the environmental
model. Then, the saliency of all entities in the environmental
model is calculated. Thereby, the task acuity allows to con-
figure the accuracy of the active perceptual process. Finally,
a selection mechanism steers the gaze redirection according
to the saliency measure. All three steps of the processing
chain are discussed in detail in the following sections.

A. Environmental Model Representation

In order to support manipulation, the environmental model
needs to cover task relevant objects such as the hands of the
robot or manipulation targets as well as their relevant prop-
erties. While the selection of these objects and properties is
task specific and thus varies, all manipulation tasks share the
common goal of physically interacting with the environment.
Consequently, all entities stored within the environmental
model need to provide at least means to direct interaction
toward them.

To support the physical interaction, the environmental
model is organized as a spatial memory covering 6D pose
information for each entity. For most manipulation tasks, the
number of objects that need to be considered and represented
in the model is limited. Consequently, we choose a sparse
landmark-based approach to represent the environmental
model. For each landmark, its 3D position x accompanied
with the location uncertainty Σx and its orientation in quater-
nion representation q is stored. The resulting environmental
memory is a collection of the N task relevant entities:

M = (m1, · · · ,mN ) ,

where each entity mi is represented as:

mi = (xi,Σxi
, qi) .

In order to update the content of the environmental model,
stereo-based object localization is performed in the current

Fig. 3. The environmental model represents the current state estimation of
the pose of objects relevant to the manipulation task in a fixed ego-centric
reference frame. Each object is associated with a label, a pose estimate, and
a recognition certainty. The figure illustrates the environmental model during
a bimanual manipulation task involving both hands and two objects. The
estimated position uncertainties are indicated by ellipsoids corresponding to
the covariance matrix. For each object the recognition certainty is visualized
with a bar, where green denotes certainty close to one.

view of the cameras. For this purpose, we make use of the
approach proposed in [17] for textured objects and in [18] for
uniformly colored objects. The localization process provides
the position z and the orientation qz for each object. The
uncertainty in the localization process is modeled as additive
Gaussian noise in the position domain with the covariance
matrix Σz . In order to approximate the 3D localization
uncertainty, we assume 2D additive Gaussian noise of lo-
calization in each stereo image which is passed through
the epipolar geometry using the unscented transform [19].
Further, we calculate a scalar value ε ∈ [0, 1] that quantifies
the confidence of the object recognition and localization
process.

The update of the environmental model based on the object
localization result is implemented as probabilistic inference
process. The correspondence between localized object and
memory entity is solved on the spatial domain using the max-
imum a-posteriori estimate. Since only normally distributed
random variables are involved, the update process is realized
using Kalman filtering. The prediction step of the Kalman
filter incorporates the motion and motion uncertainty of the
memory entity, while the update step fuses the predicted
estimate and the current observation. For the prediction step,
we provide a motion model for each entity in the task. These
motion models are task specific and will be further defined
for the application in bimanual visual servoing in Section
IV.

In the update step we incorporate the confidence of the
current object localization ε as proposed in [20]. Instead
of using just the Kalman gain matrix K, the position and
uncertainty estimation is updated using ε ·K. The resulting
position estimates are illustrated in Fig. 3. The orientation of



each entity is updated by applying spherical linear interpola-
tion to the stored and observed quaternions. The interpolation
parameter κ is derived according to the predicted variance of
the stored entity position (Σx) and observed position variance
(Σz). Thereby, we use the radius of a sphere with the same
volume as the uncertainty ellipsoid as quantification for the
amount of uncertainty:

κ =
|Σx|

1
6

|Σx|
1
6 + |Σz|

1
6

.

As for the position, we incorporate the confidence of correct
recognition and thus interpolate the orientation with the
factor ε · κ.

B. Saliency Calculation

The saliency measure in our work encodes the necessity to
fixate a location in the observable area. It forms the basis for
deciding the optimal gaze in the gaze selection step. Thus,
the definition of the saliency measure is the most crucial
element in implementing the gaze selection strategy.

As already discussed in the introduction, each manipula-
tion task has specific requirements on the perceptual process.
In order to allow the inclusion of constraints from manip-
ulation tasks, we propose a saliency measure which can be
configured for specific tasks. For this purpose, we introduce
the task acuity ai which allows to specify the required
accuracy of an entity mi within the environmental model.
More precisely, the task acuity is interpreted as desired upper
bound for the uncertainty in the localization of a memory
entity. As such, the accuracy of the localization estimate
resulting from the active perceptual process becomes the
main driving force for gaze selection. In the following, we
will derive a consistent way to embed the task acuity in a
saliency measure for gaze selection.

The gaze selection strategy aims at reducing the overall
localization uncertainty within the environmental model. For
this purpose, the saliency is calculated for each memory
entity mi stored in the environmental model. A memory
entity with high localization uncertainty Σxi

should thereby
be assigned with a high saliency value in order to express the
necessity for revalidation. In order to quantify the amount of
uncertainty, the covariance matrix Σxi

needs to be mapped
to a scalar value. A natural quantification of the amount of
uncertainty is provided by the differential entropy, which is
a generalization of the Shannon entropy to continuous prob-
ability distributions. Given that the localization uncertainty
in our work is normally distributed, its differential entropy
can be calculated in closed form using

ui(t) =
1

2
log
[
(2πe)3|Σxi

(t)|
]
, (1)

where Σxi
(t) is the location uncertainty corresponding to the

memory entity mi.
Using ui(t) as saliency measure would result in a gaze

selection strategy which aims at reducing the uncertainty of
all memory entities irrespective of the manipulation task’s
requirements. In order to include these requirements, we
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Fig. 4. Saliency in relation to localization uncertainty σ and task acuity
a. The saliency measure drops to zero once the uncertainty reaches the
requested task acuity.

express the task acuity ai(t) in the same domain as ui(t)
using again the differential entropy

bi(t) =
1

2
log
[
(2πeai(t)

2)3
]
. (2)

The resulting measure bi(t) encodes the desired upper bound
for the entropy of the position estimate.

Putting equations (1) and (2) together yields the final
saliency measure si(t), where saliency is defined as differ-
ence between entropy resulting from the localization uncer-
tainty and minimal entropy desired by the manipulation task

si(t) = ui(t)− bi(t). (3)

The saliency measure si(t) in relation to the localization
uncertainty and the effect of a fixed task acuity a are
illustrated in Fig. 4. The plot was generated using a univariate
localization uncertainty with standard deviation σ for two
different task acuities a1 = 10mm and a2 = 30mm. The
logarithmic shape of the entropy measure is desirable, since
it results in a smaller validation effect for entities with higher
localization uncertainty. The task acuity acts as shift and cut-
off for the saliency and assures that once the localization
uncertainty reaches the requested task acuity the saliency
drops to zero. For values smaller zero we set si(t) = 0 in
order to avoid negative saliency.

In summary, the combination of differential entropy and
task acuity yields a consistent integration of accuracy re-
quirements in the saliency calculation. Moreover, the intro-
duction of the task acuity renders the differential entropy
usable at all for a saliency measure. A major drawback of the
differential entropy, its definition on the interval (−∞,∞), is
compensated with the inclusion of the task acuity in equation
(3). The task acuity limits the differential entropy to [0,∞)
making it suitable for saliency calculation.

C. Gaze Selection

On a humanoid robot, a gaze can generally be realized by
specifying the 6D pose of the camera system plus the version



and vergence parameters of the active cameras. Selecting
gazes in this space would require to initiate full-body motions
of the robot in order to achieve the optimal gaze. During a
manipulation task, it is obviously not suitable to realize a
gaze direction in this way, since its execution would interfere
with the execution of the task. Rather, in order to not affect
the manipulation task, we only consider the active head-eye
system of the robot for realizing the optimal gaze.

For the selection of gaze directions, we further simplify
the head-eye system in order to achieve a representation of
gaze directions which allows computationally feasible online
performance. For this reason, the gaze of the system is repre-
sented on a unit sphere with an origin at the center between
both active cameras. The sphere representation allows to
encode a gaze direction with the zenith θ and azimuth φ
of the corresponding spherical polar coordinates. We omit
the rotation around the tangential plane to the sphere, since
this degree of freedom is hard to realize when using only
the head-eye system. The unit sphere is represented using a
spherical graph as illustrated in Fig. 5, where each of the
equidistantly distributed nodes corresponds to one viewing
direction of the active head-eye system.

In order to determine the optimal gaze, each node of the
graph is assigned a rating based on the saliency measure
introduced in the last section. The rating for a node with
coordinates (θ, φ) is calculated as a weighted sum of salien-
cies:

r(θ,φ) =
∑

i∈1...N

vi(θ, φ) · si. (4)

The weight vi(θ, φ) encodes the visibility in the cameras
of each environmental memory entity with the current gaze
direction. In order to determine this visibility, a simplified
camera model is used which approximates the view frustum
of the cameras by a single cone. For each memory entity,
such a cone is intersected with the sphere of gaze directions.
Entities which are situated close to the limits of the cone
are likely to be partially occluded and subject to lens
distortion effects. Consequently, the visibility is attenuated
with increasing distance to the cone center since localization
performance decreases towards the limits. An example of
resulting spherical graphs is illustrated in Fig. 5. For both
cases, four memory entities were involved in the task. In the
first case, two entities are situated at the same position in
the center, resulting in an increased rating of the region. The
second case illustrates how overlapping visibility regions can
generate maxima on the sphere by considering the sum of
saliencies. A gaze direction towards such a maximum allows
to fixate multiple objects at the same time.

The representation of possible viewing directions as nodes
in a spherical graph allows straightforward and efficient
determination of optimal gazes by detecting the maximum
on the spherical graph. However, as pointed out earlier, it
is also a simplification of the active head-eye system since
it assumes a fixed reference frame for the camera system
during calculation of the rating. In reality however, the
cameras move resulting in inaccurate approximations of the

Fig. 5. Gaze directions are represented as a spherical graph with
equidistantly distributed nodes. The nodes are rated according to the saliency
of visible memory entities when taking the corresponding gaze direction.
Thereby, the visibility of the objects in the cameras is approximated by
viewing cones with decreasing localization reliability towards the limits.
The node with the maximum rating is chosen as optimal gaze direction.
Both graphs illustrate an example task involving four objects, where in the
left graph two objects completely overlap in the center.

real saliency distribution. In order to compensate this effect,
we use an iterative procedure for calculating the corrected
optimal gaze direction: First, the rating in equation (4) is
performed using the current posture of the head-eye system.
Then, a candidate gaze direction is determined by searching
the node with maximum rating on the graph. Using this gaze
direction as input, the new posture of the head-eye system is
calculated using inverse kinematics. With this new posture,
the rating procedure is repeated with a sphere centered at
the new reference frame. The iterative procedure stops when
the posture of the head-eye system does not change anymore.
The optimal gaze direction is then approximated by the node
corresponding to the maximum peak on the spherical graph.
In practice, it never occurred that more than one additional
iteration was required, as the posture of the head-eye system
does not change significantly during the iterations.

IV. APPLICATION IN BIMANUAL MANIPULATION

In this section, the proposed method for gaze selection is
applied in a bimanual manipulation task on the humanoid
robot ARMAR-III. In previous work, we demonstrated the
execution of bimanual tasks using visual servoing tech-
niques [21]. Thereby, the wide operational space necessitates
head-eye movements in order to observe all objects involved
in the task. In the previous work, the gaze selection was
accomplished in a manner specific for the task. Based on
such an application we will demonstrate, how the proposed
gaze selection mechanism allows to produce gaze sequences
for a given task in a more consistent and general way.

In the following, a brief introduction to the implementation
of the bimanual manipulation task is given. Subsequently,
the motion models required to complete the definition of the
gaze selection mechanism for this task are introduced.

A. Bimanual Visual Servoing

In our previous work we solved bimanual manipulation
tasks such as pouring or carrying big objects using position-
based visual servoing. The benefits of applying visual ser-



voing techniques lie in their robustness towards inaccuracies
in the kinematic model of the system. Thus, task execution
based on visual servoing shares the goal with our approach
in being applicable in the presence of inaccuracies, making
it well suited for complex integrated platforms such as
humanoid robots. In contrast to planned motions, trajectories
resulting from visual servoing are not guaranteed to be
collision-free, thus limiting its applicability to tasks which do
not include possible collision with obstacles. Nevertheless,
the application of visual servoing provides a feasible test-
bed for the proposed gaze selection strategy for two reasons:
First, it allows the execution of manipulation tasks including
multiple objects. Second, the feedback from the perceptual
processes can easily be integrated in the execution by directly
using the content of the environmental model as input. For
the integration with motion planning, a suitable plan moni-
toring and re-planning step would need to be implemented
which goes beyond the scope of this paper.

For bimanual manipulation we observe the two robot
hands and two target objects with the proposed gaze se-
lection mechanism. Their position and orientation from the
environmental model are then used in the position-based
visual servoing approach. The trajectory is generated by
successively reducing the distance of robot hands and target
objects using differential inverse kinematics as discussed
in [21].

To realize the desired gaze directions, we use the ac-
tive head of ARMAR-III offering 3 DoF in the neck, a
common tilt and a separate pan for both cameras. The
joint angles for these 6 DoF are calculated by solving the
inverse kinematics problem using optimization. We use an
objective function that assures the correct gaze direction and
generates natural looking postures. The inverse kinematics
solution is calculated using gradient-free local optimization.
The kinematic model for the head-eye system is calibrated
offline using the approach proposed in [22]. The same model
is used to retain stereo perception while the extrinsic camera
parameters change.

B. Motion models

The prediction of motion within the environmental model
is necessary since not all objects are visible to the cameras all
of the time during the manipulation task. Thereby, two kinds
of motion need to be considered: The motion of the head-eye
system and the motion of entities physically controlled by the
robot such as its hands. Both motions can be approximated
by reading the joint encoders of the robot. Due to remaining
inaccuracies in the positioning and in the kinematic model
of the system, these measurements are not entirely correct,
thus necessitating the inclusion of motion uncertainty in the
motion model.

In order to calculate uncertainties implied by the head
motion, we use the frame of the left camera as reference.
This reference frame changes during head-eye movements.
In order to cope with the inaccuracies in the kinematic model
and in the positioning, we assume additive Gaussian noise in
the joint angles of the head-eye system. Using the unscented

transform, this noise is passed through the system in order
to retrieve an estimate of the uncertainty implied by the head
motion to the position of an entity. The resulting covariance
matrix is used in the Kalman filter prediction step for the
entities.

In order to define motion models for objects in the scene,
we differentiate between the objects which are controlled
by the robot, as e.g. its hands, and objects which are target
of the manipulation. In the current setup, the objects the
robot wants to manipulate are assumed to be static, i.e.
they do not move on their own. Consequently, the pose and
the associated uncertainty do not change over time and no
additional uncertainty needs to be considered in the motion
model. In contrast, for the hands of the robot again the
inaccuracies in the kinematic model need to be considered
with respect to the joint encoder readings of the arm. As for
the head-eye system, we make use of the unscented transform
in order to calculate the uncertainty of motion implied by the
model inaccuracies. The pose of the objects is then predicted
using the resulting covariance matrix within the Kalman filter
prediction step.

V. EXPERIMENTAL EVALUATION

A. Experimental Setup

In the following, the proposed gaze selection mechanism
is evaluated in a typical kitchen environment task on the
humanoid robot ARMAR-IIIa. A complex task in this en-
vironment which involves multiple objects and requires two
arms is the pouring scenario, where the robot pours juice
from a container in one hand into a cup held in the other
hand. In the context of gaze selection, the first phase of this
task, the approach and grasping of both objects with the
five-fingered hand is the most demanding part, since four
distinct objects need to be observed: the cup, the juice, and
both hands. Consequently, we restrict the experiments to this
first phase.

For all experiments, we used the green cup and the vitamin
juice placed on a table in front of ARMAR-IIIa as shown in
Fig. 1. The positions of cup and juice were varied within the
workspace of the robot. The desired grasps for both objects
and thus the target poses for visual servoing were predefined
relative to the objects’ local coordinate frames.

In order to initiate the task execution, an estimate of the
position of both hands and both objects needs to be provided
as prior in the environmental model. For the hands, we use
the pose from the kinematic model as initial estimate. For
both objects, a position on the table in front of the robot
is provided as initial estimate. We choose a conservative
initial localization uncertainty with a standard deviation of
500mm in all directions for the hands whereas the objects
are assigned with a higher uncertainty corresponding to
a standard deviation of 1000mm. The execution itself is
started once the localization uncertainty of all objects drops
below a standard deviation of dmax = 50mm.
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Fig. 6. The bimanual visual servoing task requires pose estimates of both
hands and both involved objects with the necessary accuracy. The saliency
measure s(t) encodes the necessity to perform a localization of an element.
For a task acuity of a = 5mm, the plot shows the development of the
saliency over a complete approach and grasp phase. Blue regions indicate
phases where localizations are performed while white regions denote head
movements to selected gaze directions.

B. Saliency during Manipulation

Fig. 6 illustrates the course of the saliency measure si(t)
for all objects involved in the task over one complete
approach and grasp phase. The task duration from the initial
localization of all objects until successful grasp execution is
about seven seconds, where the first four seconds are required
in order to successively reduce the uncertainty of all objects
under the limit dmax. Once the uncertainty drops below this
limit, the visual servoing procedure is started until the target
is reached and the grasp is executed.

During the execution of the manipulation task, successive
fixations of the involved objects are performed according to
the gaze selection mechanism. After each redirection of the
gaze, the object localization modules are triggered in order
to determine the pose of all visible objects and to update
the environmental model. The localization is stopped once a
new gaze direction is requested by the gaze selection mecha-
nism. The time intervals, when localization is performed are
marked with blue background in Fig. 6. The update of the
environmental model is performed delayed, once the object
localization processes finish the computation of the pose.

The plot clearly illustrates how the proposed approach
allows to reduce the localization uncertainty by actively
redirecting the gaze appropriately. Each localization results
in a reduction of the uncertainty of the observed entity. Once
the desired accuracy, defined by the task acuity a is reached,
the saliency s(t) drops to zero. For the cup and the juice
box, the saliency drops to zero after a few localizations and
remains there. For the two robot hands, the uncertainty in
the pose estimate increases due to the movement of the robot
arms, accompanied by an increase of the associated saliency.
As expected, the gaze selection mechanism compensates this
increase by initiating additional localizations of the robot
hands.
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Fig. 7. Success rate of the bimanual visual servoing and grasping task
in relation to the selected task acuity. For each setting of the task acuity
10 trials were executed. For a task acuity of 5mm and 10mm all trials
could be carried out successfully. With increasing task acuity, the success
rate drops.
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Fig. 8. Number of head movements in relation to the selected task acuity.
For lower task acuity, more head movements need to be executed in order
to achieve the required acuity of the environmental model.

C. Influence of the Task Acuity

In order to evaluate the feasibility of the task acuity as
means of integrating manipulation task constraints with the
gaze selection approach, the bimanual task was performed
several times with varying task acuity settings. Thereby, a
task acuity from the range amin = 5mm to amax = 40mm
was used with an increment of 5mm. For each setting from
this range, the manipulation task was executed ten times.
After each execution, the success was assessed by lifting both
objects. The resulting success rate in relation to the tested
task acuity is illustrated in Fig. 7. For the task acuity settings
of 5mm and 10mm the execution succeeded in all ten trials.
The success rate drops with increasing task acuity until no
successful execution is possible with the maximum tested
task acuity of 40mm. These results are into accordance
with our expectations, since a minimal required localization
accuracy of 10mm for both – robot hand and object – seems
to be feasible in order to produce a stable grasp of the object.

In addition to the success rate we investigated the number
of gaze redirections required to perform the manipulation
task in relation to the task acuity. While higher task acuity



obviously lead to better pose estimates, it also necessitate the
execution of more gaze shifts. An appropriate selection of the
task acuity should minimize the number of gaze redirections
required but still retain the ability to successfully accomplish
the task. As illustrated in Fig. 8 the number of required gaze
redirections drops with increasing task acuity. Considering
the number of redirections, the optimal choice for the task
acuity in the bimanual visual servoing and grasping task
amounts to a = 10mm.

VI. CONCLUSION

In this work, we introduce a gaze selection approach
tailored for manipulation tasks on humanoid robots. The
applicability in a manipulation task influences the proposed
approach in several ways: First, the proposed environmental
model allows for dynamic entities by the inclusion of motion
models. Second, the saliency calculation includes accuracy
constraints from the manipulation task by means of the
task acuity. Finally, the gaze selection and redirection is
implemented using only the DoF of the head-eye system in
order to not interfere with the manipulation task.

The gaze selection approach was evaluated in a biman-
ual visual servoing task involving four objects that would
fail without the application of active gaze control. Using
the proposed gaze selection approach, the task could be
accomplished with a success rate of 100%. Further, we could
demonstrate that the inclusion of the task acuity allows to
intuitively configure the perceptual processes. The optimal
trade-off between accuracy and number of required gaze
redirections was achieved for a task acuity of a = 10mm.
Being able to perform the task with this accuracy is feasible
as well as intuitive.

While the evaluation in the context of a bimanual visual
servoing task is suitable to demonstrate the feasibility of the
approach, it only covers a fraction of possible applications
for the proposed gaze selection mechanism. For complex
manipulations involving obstacles and dexterous abilities,
motion planning is required in order to achieve an executable
and collision-free trajectory. Having performed motion plan-
ning, the motion models as well as the required task acuity
could be directly derived from the resulting trajectory and
its relation to the world model.

In summary, the described gaze selection approach enables
the robot to exploit two of its key capabilities, manipula-
tion and active gaze control, in an integrated fashion. The
inclusion of constraints based on the task acuity allows
the adaptation of the generated gaze sequence in order to
support successful task execution. Thus, the proposed ap-
proach substantially contributes in increasing the autonomy
of humanoid platforms.
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